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Abstract. We study a two-point free boundary problem for the curvature flow equation. By studying the corresponding nonlinear initial value problem, we obtain the existence and uniqueness of the forward self-similar solution of this problem. The corresponding curve is called the self-similar expanding curve. We also derive the asymptotic stability of this curve.

1. Introduction

Moving phase boundary (interface) is a very interesting phenomenon observed in material science, crystalline growth, chemical reaction, physiology system, and so on. For example, in crystalline growth phenomenon, interfaces are boundaries separating two different phases, liquid and solid. In an excitable physiology system, such as the heart system, there occur many interesting wave patterns, such as traveling fronts, spiral waves, and scroll waves, which also represent the interfaces separating different phases, rest, excitation, and refractory states. There have been many approaches proposed to study the motions of interfaces. One famous model is the equation of the following form:

\[ v = F(\kappa, \nu), \]

where \( v \) is the normal velocity of the interface, \( \kappa \) is the curvature, and \( \nu \) is the outward normal vector of the interface. We refer the readers to [13] for the derivation of this model. In particular, when \( F(\kappa, \nu) = \kappa \), this is the classical curvature flow (24); when \( F(\kappa, \nu) = c - D\kappa \), for some constants \( c \) and \( D \), this is the so-called eikonal curvature relation in the excitable physiology system (17), or the governing equation of crystal growth (4). For other applications of (1.1), we refer the readers to [11, 16, 19, 23].

To study (1.1), many methods have been proposed. In the level set method (see [6, 9, 23]), one assumes that an interface is a level set of some function \( u \) which usually represents the concentration of some chemical element in a chemical reaction system. Using (1.1), some partial differential equations of \( u \) can be derived. Then the behavior of the interface can be studied. In other methods, one seeks for a parametrization [19], graph representation [12, 15, 18, 20, 21], or auxiliary function [7] of the interface and then studies some alternative equations coming from (1.1).
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In [13], Huisken proved that graphs \( \{(x, u(x, t)) \mid x \in \Omega \} \), \( \Omega \) a bounded domain in \( \mathbb{R}^2 \), evolving by a non-parametric curvature flow with vertical contact angle to a fixed boundary, converge to constant functions. In [1], Altschuler and Wu proved that one-dimensional graphs \( \{(x, u(x, t)) \mid x \in [0, d] \} \) \((d < \infty)\) evolving by a general class of quasilinear equations with prescribed contact angle to a fixed boundary converge to translating solitons. Later in [2], they considered two-dimensional graphs \( \{(x, u(x, t)) \mid x \in \Omega \}, \Omega \) a bounded domain in \( \mathbb{R}^2 \), governed by the mean curvature flow equation with prescribed contact angle to a fixed boundary. They proved that such graphs also converge to some surface which moves at a constant speed. In [18], Kohsaka considered one-dimensional graphs evolving by a general class of quasilinear equations on a domain with one free end. In [20] [21], Ninomiya and Taniguchi considered one-dimensional graph representations of interfaces on the whole real line for \( F(\kappa, \nu) = \kappa + c \), where \( c \) is a nonzero constant. They focused on the so-called traveling curved fronts, such as the V-shaped waves which have been observed in many experiments and obtained various existence and asymptotic convergence results. See also [8].

In this paper, we take \( F(\kappa, \nu) = \kappa \), use one-dimensional graph representation to locate the position of the interface, and consider the problem with prescribed touching angles to two free ends. We study the following two-point free boundary problem for the curvature flow equation:

\[
\begin{aligned}
&u_t = u_{xx}/(1 + u_x^2), \quad -\xi_1(t) < x < \xi_2(t), \quad t > 0,
&u_x(-\xi_1(t), t) = \tan(\theta_1 - \beta_1), \quad u(-\xi_1(t), t) = \xi_1(t) \tan \beta_1, \quad t > 0,
&u_x(\xi_2(t), t) = \tan(\beta_2 - \theta_2), \quad u(\xi_2(t), t) = \xi_2(t) \tan \beta_2, \quad t > 0,
&u(x, 0) = u_0(x), \quad -\xi_1(0) \leq x \leq \xi_2(0), \quad \xi_1(0) = \xi_01, \quad \xi_2(0) = \xi_02,
\end{aligned}
\]  

(1.2)

where \( \beta_i \) and \( \theta_i \) are given constants satisfying \( \beta_i \in [0, \pi/2) \) and \( \theta_i \in (0, \beta_i + \pi/2) \), \( i = 1, 2 \), \( \xi_01 \) and \( \xi_02 \) are positive constants, \( u_0 \in C^2[-\xi_01, \xi_02] \) satisfying the compatibility conditions, and \( u_0 > 0 \) in \( (-\xi_01, \xi_02) \). In this problem, \( u, \xi_1, \xi_2 \) are unknown functions to be determined.

For a solution \( (u, \xi_1, \xi_2) \) of (1.2), we define the corresponding curve by

\[ \Gamma(t) := \{(x, u(x, t)) \mid -\xi_1(t) \leq x \leq \xi_2(t) \}. \]

Set \( \partial \Omega_1 := \{(x, z) \mid z = -(\tan \theta_1)x, \ x \leq 0 \} \) and \( \partial \Omega_2 := \{(x, z) \mid z = (\tan \beta_2)x, \ x \geq 0 \} \). Let \( D(t) \) be the domain enclosed by \( \Gamma(t), \partial \Omega_1, \) and \( \partial \Omega_2 \). By a simple calculation and using the relation \( u_{xx}/(1 + u_x^2) = [\tan^{-1}(u_x)]_x \), we have

\[ \frac{d}{dt} \mu(D(t)) = \alpha_2 - \alpha_1, \]

where \( \alpha_1 := \theta_1 - \beta_1, \alpha_2 := \beta_2 - \theta_2, \) and \( \mu(D) \) is the area of \( D \). This implies that

\[
\frac{d}{dt} \mu(D(t)) \begin{cases} 
> 0 & \text{if } \alpha_1 < \alpha_2, \\
= 0 & \text{if } \alpha_1 = \alpha_2, \\
< 0 & \text{if } \alpha_1 > \alpha_2.
\end{cases}
\]

(1.3)

We are interested in the case when \( \alpha_1 < \alpha_2 \). This is the so-called expanding case. We are looking for the forward self-similar solution of (1.2) in the form

\[ U(z, t) := \sqrt{2(t + 1)} \varphi \left( \frac{z}{\sqrt{2(t + 1)}} \right) \]

(1.4)
for some smooth function \( \varphi \). Then \( U \) satisfies (1.2) if and only if \( \varphi \) satisfies the following nonlinear free boundary problem:

\[
\begin{align*}
\varphi''(y) + y\varphi'(y) - \varphi(y) &= 0, \\
p < y < q, \\
\end{align*}
\]

(1.5)

\[
\begin{align*}
\varphi(-p) &= p\tan \beta_1, & \varphi'(-p) &= \tan \alpha_1, \\
\varphi(q) &= q\tan \beta_2, & \varphi'(q) &= \tan \alpha_2
\end{align*}
\]

(1.6) (1.7)

for some positive constants \( p \) and \( q \). We call the corresponding curve

\[
S(t) := \{(z, U(z, t)) \mid -\sqrt{2(t+1)p} \leq z \leq \sqrt{2(t+1)q} \}
\]

a self-similar expanding curve. To study the existence of a self-similar expanding curve, we study the initial value problem for (1.5)-(1.6) (denoted by (IVP)) for any given \( p > 0 \).

In [12], the authors studied a problem similar to (1.2) in which the nonlinear operator is replaced by the heat operator. The problem arises in the combustion theory and is motivated by the mathematical modeling of flame propagation (cf. [3]). In [12], the existence, uniqueness, and asymptotic stability of the self-similar expanding curve is investigated. Since the equation is linear, the solution of the corresponding initial value problem can be expressed explicitly. Hence the existence and uniqueness of self-similar expanding curve can be readily derived.

In our case, since the equation is nonlinear, we need to study the existence interval more carefully. Indeed, the solution of (IVP) cannot be extended beyond \( y = 0 \) if \( p \) is sufficiently large. Moreover, there are small \( p > 0 \) such that the solution of (IVP) can be defined for all \( y > -p \). It is interesting to note that the (local) solution of (IVP) is global as long as the (local) solution is defined beyond \( y = 0 \).

By applying a comparison principle for nonlinear equations, we are able to derive the existence and uniqueness of the self-similar expanding curve. Furthermore, the stability of this self-similar expanding curve can be proved by the same argument as the one given by Kohsaka in [18] (see also [12]).

We remark that the existence of so-called self-similar shrinking curves for the heat equation is also studied in [12]. In [18], the one-point free boundary problem for the quasilinear parabolic equation

\[
u_t = (a(u_x))_x,
\]

where \( a \in C^2(\mathbb{R}), a'(s) > 0 \) for \( s \in \mathbb{R} \), was studied (see also the references cited therein). Here the boundary conditions are given by

\[
u_x(s(t), t) = \tan \theta_1, \quad u(s(t), t) = 0, \quad u_x(0, t) = \tan \theta_2
\]

with \( \theta_i \in (0, \pi/2), i = 1, 2 \). In [18], the author obtained the existence, uniqueness, and asymptotic stability of the self-similar expanding curve when \( \theta_1 < \theta_2 \). For other related problems, we refer the readers to the papers of Caffarelli-Vazquez [5], Galaktionov-Hulshof-Vazquez [10], Hilhorst-Hulshof [14], and Vazquez [24].

This paper is organized as follows. We first prove the existence and uniqueness of a self-similar expanding curve of the two-point free boundary problem (1.2) in §2. Then we study its asymptotic stability in §3.
2. Existence and uniqueness

In this section, we study the existence of the solution \((\varphi, p, q)\) for the following nonlinear free boundary problem (P):

\begin{align}
(2.1) \quad & \frac{\varphi''(y)}{1 + (\varphi'(y))^2} + y\varphi'(y) - \varphi(y) = 0, \quad -p < y < q, \\
(2.2) \quad & \varphi(-p) = p\tan\beta_1, \quad \varphi'(-p) = \tan\alpha_1, \\
(2.3) \quad & \varphi(q) = q\tan\beta_2, \quad \varphi'(q) = \tan\alpha_2,
\end{align}

where \(p, q > 0, \beta_1, \beta_2 \in [0, \pi/2), \alpha_1 \in (-\beta_1, \pi/2),\) and \(\alpha_2 \in (\alpha_1, \beta_2).\)

We introduce the following differential operators:

\[ N[u](y) := u''(y) + \mathcal{U}(y, u, u'), \quad \mathcal{U}(y, u, u') := [yu'(y) - u(y)][1 + (u'(y))^2]. \]

Notice that the function \(\mathcal{U}(y, u, v)\) satisfies

\[ \frac{\partial \mathcal{U}}{\partial u} = -(1 + v^2) < 0. \]

We now consider the nonlinear initial value problem:

\begin{align}
(2.4) \quad & N[\varphi](y) = 0, \quad \varphi'(-p) = \tan\alpha_1, \quad \varphi(-p) = p\tan\beta_1.
\end{align}

Let \(\varphi(y; p)\) be the (local) solution of the nonlinear initial value problem (2.4), where \(p > 0, \beta_1 \in [0, \pi/2)\) and \(\alpha_1 \in (-\beta_1, \pi/2)\) are given. Define

\[ \mathcal{F}(y) := -y\varphi'(y; p) + \varphi(y; p), \quad y \geq -p. \]

Since \(\mathcal{F}(-p) = pA_1 > 0, A_1 := \tan\beta_1 + \tan\alpha_1,\) and

\begin{align}
(2.5) \quad & \mathcal{F}'(y) = -y\varphi''(y; p) = (-y) \left(1 + (\varphi'(y; p))^2\right) \mathcal{F}(y), \quad y \geq -p,
\end{align}

we have

\begin{align}
(2.6) \quad & \mathcal{F}(y) = pA_1 \exp\left\{\frac{1}{2}(p^{2} - y^{-2}) - \int_{-p}^{y} t(\varphi'(t; p)^2) dt\right\} > 0, \quad y \geq -p.
\end{align}

From (2.6) and the equality

\[ \frac{\varphi''(y; p)}{1 + (\varphi'(y; p))^2} = \mathcal{F}(y), \]

it follows that \(\varphi''(y; p) > 0\) for \(y \geq -p\) for any \(p > 0.\)

From now on, we shall use \([-p, R(p)]\) to denote the maximal interval of existence of the solution \(\varphi(y; p),\) where \(-p < R(p) \leq \infty.\) We first study the function \(R(p)\) for all \(p > 0.\)

**Lemma 2.1.** If \(p > 0\) satisfying \(\alpha_1 + p^2A_1 \geq \pi/2,\) then \(R(p) \leq 0.\)

**Proof.** For \(y < 0,\) since \(\mathcal{F}'(y) > 0\) by (2.5), we have \(\mathcal{F}(y) \geq pA_1.\) Then by (2.7)

\[ \tan^{-1} \varphi'(y; p) \geq \alpha_1 + pA_1(y + p). \]

If \(R(p) > 0,\) then \(\varphi'(0; p)\) is well defined and \(\tan^{-1} \varphi'(0; p) \geq \pi/2\) by assumption. This is clearly a contradiction, since the range of \(\tan^{-1}\) is \((-\pi/2, \pi/2).\) Hence the lemma is proved.

**Lemma 2.2.** \(R(p) > 0\) for some \(p > 0.\)
Proof. First we assume that \( \alpha_1 \geq 0 \). Choose \( p > 0 \) such that

\[
I(p) := \int_{\tan \alpha_1}^{\infty} \frac{d\sigma}{(1 + \sigma^2) \exp \left\{ \frac{1}{2} p^2 (1 + \sigma^2) \right\}} > p^2 A_1.
\]

Note that such \( p \) exists, since \( I(p) \) is decreasing as \( p \) increases and

\[
I(p) \uparrow \int_{\tan \alpha_1}^{\infty} \frac{d\sigma}{1 + \sigma^2} > 0 \text{ as } p \downarrow 0^+.
\]

Let \( \varphi(y) \) be the solution of (2.3) with \( \alpha_1 \geq 0 \). Recall that \( \varphi'' > 0 \). Then

\[
\varphi''(y) = [1 + \varphi'(y)^2] p A_1 \exp \left\{ \frac{1}{2} (p^2 - y^2) + \int_{-p}^{y} (-t) \varphi'(t)^2 dt \right\}
\]

and so

\[
\frac{\varphi''(y)}{[1 + \varphi'(y)^2] \exp \left\{ \frac{1}{2} p^2 [1 + \varphi'(y)^2] \right\}} \leq p A_1
\]

for all \( y \in (-p, R(p)) \). Then by integrating (2.10) from \(-p\) to \( R(p) \) we obtain that

\[
\int_{-p}^{R(p)} \frac{\varphi''(y) dy}{[1 + \varphi'(y)^2] \exp \left\{ \frac{1}{2} p^2 [1 + \varphi'(y)^2] \right\}} \leq p^2 A_1.
\]

Setting \( \sigma := \varphi'(y) \), we deduce that

\[
\int_{\tan \alpha_1}^{\infty} \frac{d\sigma}{(1 + \sigma^2) \exp \left\{ \frac{1}{2} p^2 (1 + \sigma^2) \right\}} \leq p^2 A_1,
\]

contradicting (2.8). This implies that \( R(p) > 0 \).

Now, we choose \( p > 0 \) so that \( R_0(p) > 0 \), where \([-p, R_0(p)]\) denotes the maximal interval of existence of the solution \( \varphi_0 \) of (2.4) with \( \alpha_1 = 0 \). Let \( \varphi \) be the corresponding solution of (2.4) with \( \alpha_1 < 0 \). Since \( \varphi'(-p) < \varphi'_0(-p) \) and \( \varphi(-p) = \varphi_0(-p) \), it follows from the standard nonlinear comparison theorem [22, Theorem 23 of Chap. 1] that \( \varphi(y) \geq \varphi_0(y) \) and \( \varphi'(y) \leq \varphi'_0(y) \) for \( y \in [-p, R] \), where

\[
R := \min \{ R(p), R_0(p) \}.
\]

Hence \( R(p) \geq R_0(p) > 0 \). This proves the lemma. \( \square \)

For each \( p > 0 \) with \( R(p) > 0 \) and \( q \in (0, R(p)) \), we define

\[
G(q, p) = \varphi'(q; p), \quad H(q, p) = \frac{1}{q} \varphi(q; p).
\]

We shall discuss the monotonicity of these two functions \( G \) and \( H \). Note that \( G \) is monotone increasing in \( q \) and \( H \) is monotone decreasing in \( q \), since

\[
\frac{\partial G}{\partial q}(q, p) = \varphi''(q; p) > 0, \quad \frac{\partial H}{\partial q}(q, p) = -\frac{\varphi''(q; p)}{q^2 [1 + \varphi'(q; p)^2]} < 0.
\]

Proposition 2.3. If \( p_1 > p_2 > 0 \) and \( R(p_1) > -p_2 \), then

\[
\varphi(y; p_1) > \varphi(y; p_2), \quad \varphi'(y; p_1) > \varphi'(y; p_2)
\]

for all \( y \in [-p_2, R] \), where \( R = \min \{ R(p_1), R(p_2) \} \).
Proof. Since \( \varphi'' > 0 \), \( \varphi'(y; p_1) > \tan \alpha_1 \) for \( y > -p_1 \). Then by the fundamental theorem of calculus we have

\[
(2.13) \quad \varphi(y; p_1) = p_1 \tan \beta_1 + \int_{-p_1}^{y} \varphi'(t; p_1) \, dt > p_1 \tan \beta_1 + (y + p_1) \tan \alpha_1
\]

for \( y > -p_1 \). Hence we have \( \varphi'(-p_2; p_1) > \varphi'(-p_2; p_2) \) and \( \varphi(-p_2; p_1) > \varphi(-p_2; p_2) \). Then it follows from the standard nonlinear comparison theorem [22, Theorem 23 of Chap. 1] that \( \varphi(y; p_1) \geq \varphi(y; p_2) \) and \( \varphi'(y; p_1) \geq \varphi'(y; p_2) \) for \( y \in [-p_2, R] \).

We now prove that (2.12) holds for all \( y \in [-p_2, R] \). By continuity, (2.12) holds for \( y \in [-p_2, -p_2 + \delta] \) for some \( \delta > 0 \). If (2.12) does not hold for all \( y \in [-p_2, R] \), then there is the smallest \( y_0 > -p_2 \) such that \( \varphi'(y_0; p_1) = \varphi'(y_0; p_2) \) and \( \varphi(y_0; p_1) > \varphi(y_0; p_2) \). Note that \( \varphi'(y_1; p_1) - \varphi'(y_2; p_2) > 0 \) for \( y \in [-p_2, y_0] \) and \( \varphi'(y_0; p_1) - \varphi'(y_0; p_2) = 0 \). Then \( \varphi''(y_0; p_1) \leq \varphi''(y_0; p_2) \) and so

\[
0 = \frac{\varphi''(y_0; p_1)}{1 + (\varphi'(y_0; p_1))^2} + y_0 \varphi'(y_0; p_1) - \varphi(y_0; p_1)
\]

\[
< \frac{\varphi''(y_0; p_2)}{1 + (\varphi'(y_0; p_2))^2} + y_0 \varphi'(y_0; p_2) - \varphi(y_0; p_2)
\]

= 0,

a contradiction. This proves the proposition. \( \square \)

As a consequence of Proposition 2.3 we have

\[
(2.14) \quad R(p_2) \geq R(p_1), \text{ if } p_1 > p_2 > 0.
\]

Furthermore,

\[
(2.15) \quad \mathcal{G}(q, p_1) \geq \mathcal{G}(q, p_2), \mathcal{H}(q, p_1) \geq \mathcal{H}(q, p_2), \text{ if } p_0 > p_1 > p_2 > 0,
\]

where \( p_0 := \inf \{ p > 0 \mid R(p) \leq 0 \} \). Note that \( p_0 > 0 \) by Lemma 22 and (2.14). Also, \( R(p) > 0 \) for all \( p \in (0, p_0) \).

We claim that

\[
(2.16) \quad R(p_0) \leq 0.
\]

Otherwise, suppose that \( R(p_0) > 0 \). Consider the solution \( \bar{\varphi}(y) \) of the initial value problem for (2.1) on \([-p_0, \delta] \) with the initial condition

\[
\bar{\varphi}(-p_0) = p_0 \tan \beta_1 + \sigma, \quad \bar{\varphi}'(-p_0) = \tan(\alpha_1 + \varepsilon)
\]

for some positive constants \( \delta, \varepsilon, \sigma \) with \( \delta \in (0, R(p_0)) \) fixed. By the theory of continuous dependence, such a solution exists for \( \varepsilon \) and \( \sigma \) small. Also, \( \bar{\varphi} \) can be extended to the left beyond \( y = -p_0 \) such that

\[
\bar{\varphi}(y) > \tan \beta_1, \quad \bar{\varphi}'(y) > \tan \alpha_1
\]

for all \( y \in [-p_0 - \gamma, -p_0] \) for some \( \gamma > 0 \). Now, given any fixed \( p \in (p_0, p_0 + \gamma) \), it holds that \( R(p) \leq 0 \). Since

\[
\varphi(-p; p) = p \tan \beta_1 < \varphi(-p), \quad \varphi'(-p; p) = \tan \alpha_1 < \varphi'(-p),
\]

it follows from the standard nonlinear comparison theorem [22, Theorem 23 of Chap. 1] that

\[
\varphi(y; p) \leq \bar{\varphi}(y), \quad \varphi'(y; p) \leq \bar{\varphi}'(y)
\]

for all \( y \in [-p, R] \), where \( R := \min \{ R(p), \delta \} \). Then \( R(p) \geq \delta > 0 \), a contradiction. Therefore, (2.16) is proved.
Remark 2.1. By (2.13), we have
\[ \varphi(y; p) > (y + p)(\tan \alpha_1 + \tan \beta_1) - y \tan \beta_1 > -y \tan \beta_1 \]
for \( y \in (-p, R(p)) \cap (-p, 0) \). This shows that the graph of \( \varphi \) is always above the left supporting line.

Since \( \varphi'' > 0 \), the limit
\[ l(p) := \lim_{y \to -R(p)^-} \varphi'(y; p) \]
exists and \( l(p) > \tan \alpha_1 \).

Lemma 2.4. Let \( p \in (0, p_0) \). Then \( R(p) = \infty \) and \( l(p) < \infty \).

Proof. Recall that \( R(p) > 0 \) for \( p \in (0, p_0) \). Also,
\[ \lim_{q \to 0^+} \mathcal{H}(q, p) = \lim_{q \to 0^+} \frac{\varphi(q; p)}{q} = \infty, \]
since \( \varphi(0; p) \) is finite for \( p \in (0, p_0) \). If \( R(p) < \infty \), then \( \varphi(y; p) \to \infty \) as \( y \to R(p)^- \) and so
\[ \lim_{q \to R(p)^-} \mathcal{H}(q, p) = \lim_{q \to R(p)^-} \frac{\varphi(q; p)}{q} = \infty, \]
which contradicts the fact that \( \mathcal{H}(q, p) \) is strictly decreasing in \( q \). Hence \( R(p) = \infty \).

Suppose that \( l(p) = \infty \). Then \( \varphi(y; p) \to \infty \) as \( y \to \infty \). By l'Hôpital’s rule, we obtain that
\[ \lim_{q \to -\infty} \mathcal{H}(q, p) = \lim_{q \to -\infty} \frac{\varphi(q; p)}{q} = \lim_{q \to -\infty} \varphi'(q; p) = \infty, \]
a contradiction. Hence \( l(p) < \infty \) and the lemma is proved. \( \square \)

Lemma 2.5. Suppose \( C \in (\tan \alpha_1, \infty) \). Then there exists a \( p \in (0, p_0) \) such that
\[ \varphi'(y; p) < C, \forall y \in [-p, \infty) \].

Proof. Note that \( \varphi(0; p) \) and \( \varphi'(0; p) \) are well defined for \( p \in (0, p_0) \). Following from the continuity of \( \varphi(0; p) \) and \( \varphi'(0; p) \) in \( p \), we have \( \varphi(0; p) \to 0 \) and \( \varphi'(0; p) \to \tan \alpha_1 \) as \( p \downarrow 0^+ \). Now, we choose \( p \in (0, p_0) \) small enough such that
\[ \tan^{-1} \varphi'(0; p) + \varphi(0; p) \sqrt{\pi/2} < \tan^{-1} C. \]
Then \( \varphi'(y; p) < C \) for all \( y \geq -p \). Indeed, from (2.5) it follows that
\[ (\rho(y) F(y))' = 0, \quad \rho(y) := \exp \left\{ \int_0^y s [1 + \varphi'(s)^2] ds \right\}. \]

Hence we deduce that
\[ \left( \tan^{-1} (\varphi'(y; p)) \right)' = F(y) \leq F(0) e^{-y^2/2} = \varphi(0; p) e^{-y^2/2}, \quad y \in [0, \infty), \]
and so
\[ \tan^{-1} (\varphi'(y; p)) \leq \tan^{-1} (\varphi'(0; p)) + \varphi(0; p) \int_0^y e^{-t^2/2} dt \]
\[ \leq \tan^{-1} (\varphi'(0; p)) + \varphi(0; p) \sqrt{\pi/2} \]
\[ < \tan^{-1} C \]
for all \( y \in [0, \infty) \). Then the lemma is proved. \( \square \)
Now, we set \( p_* := \sup A \) and \( p^* := \sup B \), where
\[
A := \{ p \in (0, p_0) \mid \phi'(y; p) < \tan \alpha_2, \forall y \in [-p, \infty) \}, \\
B := \{ p \in (0, p_0) \mid \phi'(0; p) < \tan \alpha_2 \}
\]
for a given \( \alpha_2 \in (\alpha_1, \pi/2) \). Notice that \( A \subset B \) and, by Lemma 2.5, \( A \) is nonempty. Hence \( p_* \) and \( p^* \) are well defined and \( 0 < p_* \leq p^* \leq p_0 \).

We first claim that \( p^* < p_0 \). For contradiction, we assume that \( p^* = p_0 \). Let \( I := [-p_0, 0] \). Then for any \( y \in I \) we have
\[
\phi'(y; p) \leq \phi'(0; p) < \tan \alpha_2, \forall p \in (0, p_0).
\]
By letting \( p \uparrow p_0 \), we obtain that
\[
\phi'(y; p_0) \leq \tan \alpha_2, \forall y \in I.
\]
Therefore, \( \phi(y; p_0) \) can be extended over \( y = 0 \) and so \( R(p_0) > 0 \). This contradicts (2.16). Hence \( p^* < p_0 \).

Next, we claim that
\[
\phi'(0; p^*) = \tan \alpha_2.
\]
Recall that \( R(p) > 0 \) for \( p \in (0, p_0) \). It follows from the definition of \( p^* \) and the continuity of \( \phi'(0; p) \) at \( p = p^* \) that \( \phi'(0; p^*) \leq \tan \alpha_2 \). Suppose that \( \phi'(0; p^*) < \tan \alpha_2 \). Then again from the continuity of \( \phi'(0; p) \) it follows that \( \phi'(0; p) < \tan \alpha_2 \) for \( p \in (p^* - \delta, p^* + \delta) \) for some \( \delta > 0 \). This is a contradiction. Hence (2.17) follows.

Now, we choose \( p_n \in A \) such that \( p_n \uparrow p_* \) as \( n \to \infty \). From \( \phi'(1; p_n) < \tan \alpha_2 \) for all \( n \) it follows that \( \phi'(1; p_n) \leq \tan \alpha_2 \). Hence \( \phi'(0; p_n) \leq \tan \alpha_2 \) and \( p_n \in B \). Therefore, \( p_* < p^* \), since \( B \) is an open set.

Notice that the constants \( p_0, p^*, p_* \) depend only on \( \beta_1, \alpha_1, \alpha_2 \).

**Lemma 2.6.** Given \( \beta_1 \in [0, \pi/2), \alpha_1 \in (-\beta_1, \pi/2) \), and \( \alpha_2 > \alpha_1 \). Then for each \( p \in (p_*, p^*) \) there exists a unique \( q = q(p) > 0 \) such that \( G(q, p) = \tan \alpha_2 \). Moreover, the function \( q(p) \) is a strictly decreasing continuous function of \( p \) in \( (p_*, p^*) \) such that \( q(p) \to \infty \) as \( p \to p_* \) and \( q(p) \to 0 \) as \( p \to p^* \).

**Proof.** For any \( p \in (p_*, p^*) \), we have \( G(0, p) < \tan \alpha_2 \) and \( G(q; p) \geq \tan \alpha_2 \) for some \( q > 0 \). Hence the function \( q(p) \) is well defined on \( (p_*, p^*) \). By the theory of continuous dependence, \( q(p) \) is continuous. The monotonicity of \( q \) follows from (2.11) and (2.13). By (2.17), \( q(p) \to 0 \) as \( p \to (p^*)^- \). Suppose that \( K := \lim_{p \to p^+} q(p) < \infty \). Then \( \phi'(K; p) \geq \phi'(q(p); p) = \tan \alpha_2 \) for any \( p \in (p_*, p^*) \). Hence \( \phi'(K; p_*) \geq \tan \alpha_2 \) and so \( \phi'(K + 1; p_*) > \tan \alpha_2 \). But, by the definition of \( p_* \), we have \( \phi'(y; p_*) \leq \tan \alpha_2 \) for any \( y \in [-p_*, \infty) \), a contradiction. Hence the lemma is proved.

Now, we define \( \hat{\beta} := \inf \hat{A} \), where
\[
\hat{A} := \{ p \in (0, p_0) \mid H(q, p) = \tan \beta_2 \text{ for some } q \in (0, \infty) \}.
\]

First, we show that the set \( \hat{A} \) is open. For this purpose, let \( \hat{p} \in \hat{A} \). Then there is \( q \in (0, \infty) \) such that \( H(q, \hat{p}) = \tan \beta_2 \). Recall that \( H(q, \hat{p}) = \varphi(q; \hat{p})/q \). It follows from the strictly decreasing property of \( H \) in \( q \) that \( H(q + 1, \hat{p}) < \tan \beta_2 \), i.e., \( \varphi(q + 1; \hat{p}) < (q + 1) \tan \beta_2 \). Then by the theory of continuous dependence there is a positive constant \( \delta \) such that \( \varphi(q + 1; p) < (q + 1) \tan \beta_2 \) for all \( p \in (\hat{p} - \delta, \hat{p} + \delta) \). On the other hand, \( \lim_{q \to 0} H(q, p) = \infty \) for \( p \in (0, p_0) \), since \( \phi(0; p) \) is finite for \( p \in (0, p_0) \). This implies that for each \( p \in (\hat{p} - \delta, \hat{p} + \delta) \) there is a \( Q = Q(p) \in (0, q + 1) \) such that \( H(Q, p) = \tan \beta_2 \). Hence \( \hat{A} \) is open.
Next, for \( p = p_\ast \) and \( q > 0 \)
\[
\varphi(q; p) = p \tan \beta_1 + \int_{-p}^q \varphi'(y; p)\,dy \leq p \tan \beta_1 + (\tan \alpha_2)(q + p),
\]
we get
\[
\lim_{q \to \infty} \mathcal{H}(q, p_\ast) = \lim_{q \to \infty} \frac{\varphi(q; p_\ast)}{q} \leq \tan \alpha_2 < \tan \beta_2.
\]
Also, \( \lim_{q \to 0^+} \mathcal{H}(q, p_\ast) = \infty \). It follows that there is a unique \( q_\ast := Q(p_\ast) > 0 \) such that \( \mathcal{H}(q_\ast, p_\ast) = \tan \beta_2 \). Hence \( p_\ast \in \hat{A} \) and \( p_\ast < \hat{p} \).

Note that \( \hat{p} \) depends on \( \alpha_1, \alpha_2, \beta_1, \beta_2 \).

Lemma 2.7. Given \( \beta_1, \beta_2 \in [0, \pi/2) \), \( \alpha_1 \in (-\beta_1, \pi/2) \) and \( \alpha_2 \in (\alpha_1, \beta_2) \). Then for each \( p \in (p_\ast, \hat{p}) \) there is a unique \( Q = Q(p) > 0 \) such that \( \mathcal{H}(Q(p), p) = \tan \beta_2 \). Furthermore, \( Q(p) \) is strictly increasing in \( p \) with \( Q(p_\ast) < \infty \) and \( Q(p) \to \infty \) as \( p \to \hat{p}^- \).

Proof. From (2.11), (2.15) and the definition of \( \hat{p} \) it follows that for each \( p \in (p_\ast, \hat{p}) \) there is a unique \( Q = Q(p) > 0 \) such that \( \mathcal{H}(Q(p), p) = \tan \beta_2 \). The strictly increasing property of \( Q(p) \) follows from (2.11) and (2.15).

Let \( L := \lim_{p \to \hat{p}^-} Q(p) \). If \( L < \infty \), then by the continuity of \( \mathcal{H} \) we have \( \mathcal{H}(L, \hat{p}) = \tan \beta_2 \). This implies that \( \hat{p} \in \hat{A} \), contradicting the definition of \( \hat{p} \) and the fact that \( \hat{A} \) is open. The proof is completed. \( \square \)

We are ready to prove the main theorem of this section as follows.

Theorem 2.8. Given \( \alpha_1, \alpha_2, \beta_1, \beta_2 \) with \( \beta_1, \beta_2 \in [0, \pi/2) \), \( \alpha_1 \in (-\beta_1, \pi/2) \) and \( \alpha_2 \in (\alpha_1, \beta_2) \). Then there is a unique solution \( (\varphi(y), p, q) \) \((p, q > 0)\) of the two-point free boundary problem (2.1), (2.2) and (2.3).

Proof. It follows from Lemmas 2.6 and 2.7 that there is a unique positive pair \((p, q)\) such that \( T = q(\mathcal{T}) = Q(\mathcal{T}) \). Then the triple \((\varphi(\mathcal{T}), \mathcal{T}, \mathcal{T})\) is the desired unique solution of the two-point free boundary problem (2.1), (2.2) and (2.3). \( \square \)

3. Asymptotic Stability

In this section, we shall study the asymptotic stability of the self-similar expanding curve obtained in §2. Recall
\[
S(t) := \{(z, U(z, t)) \mid -\sqrt{2(t + 1)}p \leq z \leq \sqrt{2(t + 1)}q\}.
\]
We obtain the following stability theorem.

Theorem 3.1. Assume that \( \alpha_1 < \alpha_2 \), \( u_0 \in C^2[-\xi_0, \xi_0] \) satisfying the compatibility conditions, and \( u_0 > 0 \) in \((-\xi_0, \xi_0)\). Let \( \Gamma(t) \) be the curve corresponding to a solution of (1.2) with the initial curve \( \Gamma_0 = \{(x, u_0(x)) \mid -\xi_0 \leq x \leq \xi_0\} \) and \( S(t) \) be the self-similar expanding curve obtained in §2. Then \( S(t) \) is asymptotically stable in the sense:
\[
d_H(\Gamma(t), S(t)) \leq Ct^{-\delta_*}, \quad t \geq 1,
\]
for some \( \delta_* > 0 \) and \( C \) a positive constant independent of \( t \).

Here \( d_H \) (which is equivalent to the Hausdorff distance) is defined by
\[
d_H(\Gamma(t), S(t)) := \sup_{x \in E_1(z, t), z \in E_2(t)} \left| \sqrt{x^2 + [u(x, t)]^2} - \sqrt{z^2 + [U(z, t)]^2} \right|,
\]
where

\[ E_1(z,t) := \{ x \mid x U(z,t) = z u(x,t), -\xi_1(t) \leq x \leq \xi_2(t) \} \]
\[ E_2(t) := \{ z \mid -\sqrt{2(t+1)}p \leq z \leq \sqrt{2(t+1)}q \}. \]

This theorem and its proof are the same as the one given in [12] for the heat equation case. We only outline the idea and omit the detail of its proof here.

First, we introduce the following similarity change of variables:

\[ w(\eta,\tau) = \frac{u(x,t)}{\sqrt{2(t+1)}}, \quad \eta = \frac{x}{\sqrt{2(t+1)}}, \quad \tau = \ln \sqrt{2(t+1)}, \]
\[ \psi_1(\tau) = \frac{\xi_1(t)}{\sqrt{2(t+1)}}, \quad \psi_2(\tau) = \frac{\xi_2(t)}{\sqrt{2(t+1)}}. \]

By this change of variables, the problem (1.2) is transformed into

\[
\begin{align*}
\psi_1(\tau) & > 0, \\
0 & < \psi_2(\tau) - \psi_1(\tau) < 1,
\end{align*}
\]

with the initial condition

\[ w(\eta,\tau_0) = u_0(\eta) =: \psi_0 \]
\[ \psi_1(\tau_0) = \xi_0/\sqrt{2} =: \psi_0, \quad \psi_2(\tau_0) = \xi_0/\sqrt{2} =: \psi_0. \]

Using the self-similar solution \( \varphi \) obtained in §2, we construct a pair of sub-super-solutions such that they converge to the solution \( \varphi \). Finally, by returning to the original variables, we deduce Theorem 3.1.
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