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Abstract. We construct multilinear differential operators on modular forms and prove that they are essentially unique. We also discuss certain homogeneous polynomials associated to such differential operators as well as some related multilinear differential operators that do not produce modular forms.

1. Introduction

Although the derivative of a modular form is not a modular form in general, certain combinations of derivatives of modular forms produce modular forms. Indeed, in [10] Rankin described the polynomials in the derivatives of modular forms for a discrete subgroup $\Gamma$ of $SL(2, \mathbb{R})$ that are again modular forms. As a special case of such polynomials, Cohen [3] studied certain bilinear operators on the graded ring of modular forms, which may be considered as noncommutative products of modular forms. These noncommutative products are known as Rankin-Cohen brackets, and they can be extended to the cases of Siegel modular forms (cf. [2], [5]) and Hilbert modular forms (see [6]). Various aspects of Rankin-Cohen brackets have been investigated recently. For example, they were studied in connection with transvectants, Heisenberg algebras, Hirota operators and other topics in mathematical physics by Olver and Sanders in [9] (see also [7], [8]). On the other hand, in [12] Unterberger discussed Rankin-Cohen brackets for nonholomorphic modular forms and their relations with quantization theory.

One of the natural ways of describing Rankin-Cohen brackets for modular forms is by way of pseudodifferential operators and formal power series called Jacobi-like forms as was discussed by Zagier in [13] (see also [4]). Indeed, there is a natural correspondence between the set of pseudodifferential operators invariant under the action of a discrete group $\Gamma \subset SL(2, \mathbb{R})$ and the set of certain sequences of modular forms for $\Gamma$, and Rankin-Cohen brackets can be constructed by using the fact that the product of two $\Gamma$-invariant pseudodifferential operators are again $\Gamma$-invariant. It is also known that $\Gamma$-invariant pseudodifferential operators also correspond to Jacobi-like forms for $\Gamma$, and the construction of Rankin-Cohen brackets can in fact be simplified if Jacobi-like forms are used. Naturally, Rankin-Cohen brackets can be extended to multilinear differential operators by considering modular forms associated to the product of more than two $\Gamma$-invariant pseudodifferential operators,
and a recent paper of Choie [1] includes the construction of such multilinear operators. One of our main goals in this paper is to show that such multilinear operators are essentially unique.

In Section 2, we construct multilinear differential operators on modular forms using Jacobi-like forms. Our construction is somewhat different from the one given in [1]. In Section 3, we prove that multilinear differential operators constructed in Section 2 are unique up to constant multiples by using theta functions with spherical coefficients. We generalize the above multilinear differential operators in Section 4 by including the ones that do not produce modular forms and study some of their properties. Finally, in Section 5 we discuss some homogeneous polynomials associated to the multilinear differential operators on modular forms constructed in Section 2.

2. Multilinear differential operators

Let $\Gamma$ be a discrete subgroup of $SL(2, \mathbb{R})$, and let $\mathcal{H}$ be the Poincaré upper half-plane. In this section we review Jacobi-like forms on $\mathcal{H}$ for $\Gamma$ introduced by Zagier in [13] and construct multilinear operators on the graded ring of modular forms for $\Gamma$.

The group $SL(2, \mathbb{R})$ acts on $\mathcal{H}$ by linear fractional transformations as usual. Thus, if $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{R})$ and $z \in \mathcal{H}$, we have

$$\gamma z = \frac{az + b}{cz + d}.$$ 

Given such $\gamma$ and $z$, an integer $k$, and a function $f : \mathcal{H} \to \mathbb{C}$, we set

$$(f \mid k \gamma)(z) = f(\gamma z)(cz + d)^{-k}.$$ 

We now modify the usual definition of modular forms by suppressing the finiteness condition at infinity.

**Definition 2.1.** Given a nonnegative integer $k$, a modular form for $\Gamma$ of weight $k$ is a holomorphic function $f : \mathcal{H} \to \mathbb{C}$ satisfying

$$f \mid k \gamma = f$$

for all $\gamma \in \Gamma$. We denote by $M_k(\Gamma)$ the complex linear space of all modular forms for $\Gamma$ of weight $k$.

Let $\mathcal{F}$ be the ring of holomorphic functions on $\mathcal{H}$, and let $\mathcal{F}[[X]]$ be the space of formal power series in $X$ with coefficients in $\mathcal{F}$.

**Definition 2.2.** A Jacobi-like form for $\Gamma$ of weight $\ell \in \mathbb{Z}$ is an element $\Phi(z, X)$ of $\mathcal{F}[[X]]$ satisfying

$$\Phi(\gamma z, (cz + d)^{-2}X) = (cz + d)^{\ell}e^{cX/(cz+d)}\Phi(z, X)$$

for all $z \in \mathcal{H}$ and $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma$. We denote by $J_\ell(\Gamma)$ the space of such Jacobi-like forms.

**Lemma 2.3.** If $f \in M_k(\Gamma)$, the formal power series $\tilde{f}(z, X) \in \mathcal{F}[[X]]$ defined by

$$\tilde{f}(z, X) = \sum_{r=0}^{\infty} \frac{f^{(r)}(z)}{r!(r+k-1)!} X^r$$

is an element of $J_k(\Gamma)$, where $f^{(r)}$ denotes the derivative of $f$ of order $r$. 
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Proof. See Section 1 in [13].

Let \( \omega_1, \ldots, \omega_n \) be nonnegative integers, let \( \sigma_1, \ldots, \sigma_n \) be real numbers, and set
\[
\omega = (\omega_1, \ldots, \omega_n) \in \mathbb{Z}_+^n, \quad \sigma = (\sigma_1, \ldots, \sigma_n) \in \mathbb{R}_+^n,
\]
where \( \mathbb{Z}_+ \) denotes the set of nonnegative integers. Throughout this paper we shall often use the multi-index notation. Thus, for example, if \( \mu = (\mu_1, \ldots, \mu_n) \in \mathbb{Z}_+^n \), then we write
\[
\sigma^\mu = \sigma_1^{\mu_1} \cdots \sigma_n^{\mu_n}, \quad |\sigma| = \sigma_1 + \cdots + \sigma_n,
\]
\[
\mu! = \mu_1! \cdots \mu_n!, \quad \left( \frac{\omega}{\mu} \right) = \left( \frac{\omega_1}{\mu_1} \right) \cdots \left( \frac{\omega_n}{\mu_n} \right).
\]
In addition, if \( c \in \mathbb{R} \), we shall write \( c = (c, \ldots, c) \in \mathbb{R}^n \). Given complex-valued functions \( h_1, \ldots, h_n \) on \( \mathcal{H} \) and a nonnegative integer \( \ell \), we set
\[
(2.4) \quad \Lambda_{\ell}^{\omega, \sigma}(h_1, \ldots, h_n) = \sum_{|\mu| = \ell} \frac{\sigma^\mu h^{(\mu)}}{\mu!(\mu + \omega - 1)!},
\]
where the summation is over \( \mu = (\mu_1, \ldots, \mu_n) \in \mathbb{Z}_+^n \) with \( |\mu| = \ell \) and \( h^{(\mu)} = h_1^{(\mu_1)} \cdots h_n^{(\mu_n)} \). Although the proof of the following proposition is essentially contained in [1], we shall include it for later reference.

**Proposition 2.4.** Let \( f_1, \ldots, f_n \) be modular forms for \( \Gamma \) with \( f_i \in M_{\omega_i}(\Gamma) \) for \( 1 \leq i \leq n \), and assume that \( |\sigma| = 0 \). Then \( \Lambda_{\ell}^{\omega, \sigma}(f_1, \ldots, f_n) \) is a modular form for \( \Gamma \) of weight \( 2\ell + |\omega| \).

Proof. For each \( i \in \{1, \ldots, n\} \) we denote by \( \tilde{f}_i(z, X) \) the formal power series associated to \( f_i \) defined as in (2.23). Then by Lemma 2.3, we see that \( \tilde{f}_i(z, X) \) is an element of \( \mathcal{J}_{\omega_i}(\Gamma) \). We define the formal power series \( \Phi(z, X) \in \mathcal{F}[[X]] \) by
\[
\Phi(z, X) = \prod_{i=1}^n \tilde{f}_i(z, \sigma_i X).
\]
Then by using (2.23) we see that
\[
(2.5) \quad \Phi(z, X) = \sum_{\mu_1 = 0}^\infty \cdots \sum_{\mu_n = 0}^\infty \frac{\sigma_1^{\mu_1} \cdots \sigma_n^{\mu_n} f_1^{(\mu_1)}(z) \cdots f_n^{(\mu_n)}(z)}{\mu_1! \cdots \mu_n!(\mu_1 + \omega_1 - 1)! \cdots (\mu_n + \omega_n - 1)!} X^{\mu_1 + \cdots + \mu_n}
\]
\[
= \sum_{\ell=0}^\infty \sum_{|\mu| = \ell} \frac{\sigma^\mu f^{(\mu)}(z)}{\mu!(\mu + \omega - 1)!} X^\ell
= \sum_{\ell=0}^\infty \Lambda_{\ell}^{\omega, \sigma}(f_1, \ldots, f_n)(z) X^\ell.
\]
On the other hand, since \( \tilde{f}_i(z, X) \in \mathcal{J}_{\omega_i}(\Gamma) \) for each \( i \), by (2.22) we obtain
\[
(2.6) \quad \Phi(gz, (cz + d)^{-2}X) = \prod_{i=1}^n f_i(gz, (cz + d)^{-2} \sigma_i X)
= (cz + d)^{\omega_1 + \cdots + \omega_n} e^{\sum_{i=1}^n \sigma_i X/(cz + d)} \Phi(z, X)
= (cz + d)^{|\omega|} \Phi(z, X)
\]
for all \( z \in \mathcal{H} \) and \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \). Using this and (2.4), we have

\[
\sum_{\ell=0}^{\infty} \Lambda_{\ell}^{\omega,\sigma}(f_1, \ldots, f_n)(\gamma z)(cz+d)^{-2\ell} X^\ell = (cz+d)^{\omega} \sum_{\ell=0}^{\infty} \Lambda_{\ell}^{\omega,\sigma}(f_1, \ldots, f_n)(z) X^\ell.
\]

Hence, by comparing the coefficients of \( X^\ell \), we see that \( \Lambda_{\ell}^{\omega,\sigma}(f_1, \ldots, f_n) \) is a modular form for \( \Gamma \) of weight \( 2\ell + |\omega| \), and therefore the theorem follows. \( \square \)

It follows from Proposition (2.3) that \( \Lambda_{\ell}^{\omega,\sigma} \) determines a multilinear map from \( M_{\omega_1}(\Gamma) \times \cdots \times M_{\omega_n}(\Gamma) \) to \( \mathcal{M}_{2\ell + |\omega|}(\Gamma) \) for each \( \omega = (\omega_1, \ldots, \omega_n) \in \mathbb{Z}^n_+ \) and \( \sigma \in \mathbb{R}^n \) with \( |\sigma| = 0 \). Thus, if \( \mathcal{M}_\omega(\Gamma) = \bigoplus_{k=0}^{\infty} M_k(\Gamma) \) denotes the graded ring of modular forms for \( \Gamma \), the map \( \Lambda_{\ell}^{\omega,\sigma} \) can be regarded as a multilinear operator on \( \mathcal{M}_\omega(\Gamma) \).

### 3. Theta functions

In this section we prove that the multilinear operator \( \Lambda_{\ell}^{\omega,\sigma} \) in (2.4) is essentially the only multilinear differential operator of order \( \ell \) by using theta functions with harmonic coefficients. The same method was used by Zagier [13] to obtain the uniqueness result for the bilinear case.

For each \( j \in \{1, \ldots, n\} \), let \( Q_j : \mathbb{Z}^{\alpha_j} \to \mathbb{Z} \) be a positive definite quadratic form of \( \alpha_j \) variables, and let \( P_j : \mathbb{Z}^{\alpha_j} \to \mathbb{C} \) be a spherical polynomial of even degree \( \delta_j \) with respect to \( Q_j \), which means that the polynomial \( P_j \) is annihilated by the Laplacian \( \Delta_{Q_j} \) associated to \( Q_j \). Then it is well known that the function \( \vartheta_j \) on \( \mathcal{H} \) given by

\[
\vartheta_j(z) = \sum_{x \in \mathbb{Z}^{\alpha_j}} P_j(x)e^{2\pi izQ_j(x)}
\]

is a modular form of weight \( \omega_j = \delta_j + \alpha_j/2 \) for some subgroup \( \Gamma_j \subset SL(2, \mathbb{Z}) \) of finite index. Given a positive integer \( \ell \), we set

\[
\Theta(z) = \sum_{|\rho| = \ell} C_{\rho} \vartheta^{(\rho)}(z) = \sum_{\rho_1 + \cdots + \rho_n = \ell} C_{\rho_1,\ldots,\rho_n} \vartheta^{(\rho_1)}(z) \cdots \vartheta^{(\rho_n)}(z)
\]

\[
= \sum_{(x_1, \ldots, x_n) \in \mathbb{Z}^{\alpha_1 + \cdots + \alpha_n}} \Phi(x_1, \ldots, x_n)e^{2\pi iz\sum_{j=1}^{n} Q_j(x_j)},
\]

for all \( z \in \mathcal{H} \) with \( C_{\rho} \in \mathbb{C} \) for each \( \rho \geq 0 \), where \( x_j = (x_{j1}, \ldots, x_{jn_j}) \in \mathbb{Z}^{\alpha_j} \) for \( 1 \leq j \leq n \) and

\[
\Phi(x_1, \ldots, x_n) = (2\pi i)^\ell P_1(x_1) \cdots P_n(x_n) \sum_{\rho_1 + \cdots + \rho_n = \ell} C_{\rho} Q_1(x_1)^{\rho_1} \cdots Q_n(x_n)^{\rho_n}.
\]

Then, as is well known, the function \( \Theta \) on \( \mathcal{H} \) is a modular form of weight \( 2\ell + |\omega| \) if and only if the homogeneous polynomial \( \Phi(x_1, \ldots, x_n) \) of degree \( 2\ell + |\delta| \) is spherical with respect to the operator \( \Delta_{Q_1} + \cdots + \Delta_{Q_n} \) (cf. [11]).

**Theorem 3.1.** The map \((f_1, \ldots, f_n) \mapsto \Lambda_{\ell}^{\omega,\sigma}(f_1, \ldots, f_n)\) with \(|\sigma| = 0\) given by (2.4) is the only \( n \)-linear differential operator of order \( \ell \) from \( M_{\omega_1}(\Gamma) \times \cdots \times M_{\omega_n}(\Gamma) \) to \( \mathcal{M}_{2\ell + |\omega|}(\Gamma) \) up to a constant multiple.
Proof. For \(1 \leq j \leq n\), if \(Q_j(x_j) = x_j^2 + \cdots + x_j^{\alpha_j}\), we have

\[
\bigtriangleup_{Q_j}(P_jQ_j^{\rho_j}) = (\bigtriangleup_{Q_j}P_j)Q_j^{\rho_j} + 4\rho_jQ_j^{\rho_j-1}\sum_{i=1}^{\alpha_j} x_j (\partial P_j/\partial x_j)
+ 4\rho_j(\rho_j-1)P_jQ_j^{\rho_j-1} + 2\rho_j\alpha_jP_jQ_j^{\rho_j-1}
= 4\rho_j(\rho_j-1 + \delta_j + \alpha_j/2)P_jQ_j^{\rho_j-1}
= 4\rho_j(\rho_j + \omega_j - 1)P_jQ_j^{\rho_j-1}.
\]

Hence we obtain

\[
(\bigtriangleup_{Q_1} + \cdots + \bigtriangleup_{Q_n})\Phi(x_1, \ldots, x_n)
= 4(2\pi i)^\ell P_1(x_1) \cdots P_n(x_n) \sum_{|\rho| = \ell} \sum_{j=1}^{n} \rho_j(\rho_j + \omega_j - 1)C_\rho
\times Q_1(x_1)^{\rho_1} \cdots Q_n(x_n)^{\rho_n}Q_j(x_j)^{-1},
\]

and therefore \(\Theta(z)\) is a modular form if and only if

\[
(3.1) \quad \sum_{|\rho| = \ell} \sum_{j=1}^{n} \rho_j(\rho_j + \omega_j - 1)C_\rho Q_1(x_1)^{\rho_1} \cdots Q_n(x_n)^{\rho_n}Q_j(x_j)^{-1} = 0.
\]

Given \(\rho \in \mathbb{Z}_+^n\) with \(|\rho| = \ell\) and \(k \in \{1, \ldots, n\}\), we see that the coefficient of \(Q_1(x_1)^{\rho_1} \cdots Q_n(x_n)^{\rho_n}Q_k(x_k)^{-1}\)
in the sum on the left-hand side of (3.1) is given by

\[
\sum_{j=1}^{n} (\rho_j + 1 - \delta_{jk})(\rho_j + \omega_j - \delta_{jk})C_{\rho + e_j - e_k}
\]

if \(\rho_k \neq 0\), and it is zero if \(\rho_k = 0\), where \(\delta_{jk}\) is the Kronecker delta and \(e_k\) denotes the element of \(\mathbb{Z}^n\) with 1 in the \(k\)-th entry and 0 elsewhere. Let \(\chi_+: \mathbb{R} \to \mathbb{R}\) be the characteristic function of the set of positive real numbers, and set

\[
\Xi_{k,j} = \chi_+(\rho_j)(\rho_j + 1 - \delta_{jk})(\rho_j + \omega_j - \delta_{jk})C_{\rho + e_j - e_k}
\]

for \(1 \leq j \leq n\). Then \(\Theta(z)\) is a modular form if and only if

\[
(3.2) \quad \sum_{j=1}^{n} \Xi_{k,j} = 0
\]

for each \(k \in \{1, \ldots, n\}\). For each \(\rho \in \mathbb{R}_+^n\) with \(|\rho| = \ell\) we set

\[
C_\rho = \frac{\sigma^\rho}{\rho!(\rho + \omega - 1)!},
\]
where $\sigma \in \mathbb{Z}^n$ with $|\sigma| = 0$. If $j \neq k$ and $\rho_j > 0$, we have
\[
\Xi_{k,j} = (\rho_j + 1)(\rho_j + \omega_j)\frac{\sigma_j^{\rho_j+1}}{\rho_j + \omega_j!(\rho_j + \omega_j)!} \cdot \frac{\sigma_k^{\rho_k-1}}{(\rho_k - 1)!(\rho_k + \omega_k - 2)!} \\
\times \prod_{\ell \neq j,k} \frac{\sigma_{\ell}^{\rho_{\ell}}}{\rho_{\ell}!(\rho_{\ell} + \omega_{\ell} - 1)!}
\]
\[
= \frac{\sigma_j\sigma_k^{\rho_k-1}}{(\rho_k - 1)!(\rho_k + \omega_k - 2)!} \prod_{\ell \neq k} \frac{\sigma_{\ell}^{\rho_{\ell}}}{\rho_{\ell}!(\rho_{\ell} + \omega_{\ell} - 1)!}
\]
\[
= \frac{\sigma_j\sigma_k^{\rho_k-1}}{(\rho_k - 1)!(\rho_k + \omega_k - 2)!} \frac{\sigma_{\ell}^{\rho_{\ell}}}{\rho_{\ell}!(\rho_{\ell} + \omega_{\ell} - 1)!}
\]
On the other hand, if $j = k$ and $\rho_j \neq 0$, we see that
\[
\Xi_{k,j} = \rho_k(\rho_k + \omega_k - 1) \prod_{\ell = 1}^n \frac{\sigma_{\ell}^{\rho_{\ell}}}{\rho_{\ell}!(\rho_{\ell} + \omega_{\ell} - 1)!}
\]
\[
= \frac{\sigma_k(\rho_k + \omega_k - 1)!}{(\rho_k - 1)!(\rho_k + \omega_k - 2)!} \prod_{\ell = 1}^n \frac{\sigma_{\ell}^{\rho_{\ell}}}{\rho_{\ell}!(\rho_{\ell} + \omega_{\ell} - 1)!}
\]
Hence the left-hand side of (3.2) becomes
\[
\sum_{j=1}^n \Xi_{k,j} = \frac{\sigma_k^{\rho_k-e_k}(\sigma_1 + \cdots + \sigma_n)}{(\rho - e_k)!(\rho + \omega - e_k - 1)!}
\]
Since $|\sigma| = \sigma_1 + \cdots + \sigma_n = 0$, it follows that $C_{\rho}$ given by (3.3) satisfies (3.2). In order to prove uniqueness up to constant multiples we assume that $C_{\rho}$ satisfies (3.2). If $\rho_1 \neq 0$, by applying (3.2) for $k = 1$ we can express $C_{\rho}$ as a linear combination of coefficients of the form $C_{\mu}$ with $\mu = (\mu_1, \ldots, \mu_n)$ and $\mu_1 = 0$. Similarly, given such a coefficient $C_{\mu}$ with $\mu_1 = 0$, if $\mu_2 \neq 0$, by applying (3.2) for $k = 2$ we can express $C_{\mu}$ as a linear combination of coefficients of the form $C_{\nu}$ with $\nu = (\nu_1, \ldots, \nu_n)$ and $\nu_1 = \nu_2 = 0$. By induction we see that each coefficient $C_{\rho}$ can be written as a constant multiple of $C_{\ell e_n}$, where $\ell e_n = (0, \ldots, 0, \ell) \in \mathbb{Z}_+^n$, and therefore the theorem follows.

4. THE GENERAL CASE

Let $\Gamma$ be a discrete subgroup of $SL(2, \mathbb{R})$, and let $\omega = (\omega_1, \ldots, \omega_n) \in \mathbb{Z}_+^n$ and $\sigma = (\sigma_1, \ldots, \sigma_n) \in \mathbb{R}^n$ be as in Section 2. In the previous section, we considered the maps $\Lambda^\omega_{\chi,\sigma}$ given by (2.1) under the assumption that $|\sigma| = 0$. In this section we discuss some properties of $\Lambda^\omega_{\chi,\sigma}$ when $|\sigma|$ is not necessarily zero.

Lemma 4.1. Let $k$ be an integer, and let
\[
\Phi(z, X) = \sum_{n=0}^\infty \phi_n(z)X^n \in \mathcal{F}[[X]].
\]
Then the formal power series $\Phi(z, X)$ is an element of $J_k(\Gamma)$ if and only if the coefficients $\phi_n \in \mathcal{F}$ satisfy
\[
(\phi_n |_{2n+k+\gamma})(z) = \sum_{r=0}^{n} \frac{1}{r!} \left( \frac{c}{cz+d} \right)^r \phi_{n-r}(z)
\]
for all $n \geq 0$, $z \in \mathcal{H}$, and $\gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma$. 

Proof. This follows from Equation (15) in [13]. □

Let \( f_1, \ldots, f_n \) be modular forms for \( \Gamma \) with \( f_i \in M_{\omega_i}(\Gamma) \) for each \( i \). If \( |\sigma| = \sum_{i=1}^n \sigma_i = 0 \) and if \( \Lambda_{\gamma}^{\omega,\sigma} \) is as in (2.4), by Proposition 2.4 we see that for each \( \ell \) the function
\[
\Lambda_{\gamma}^{\omega,\sigma}(f) = \Lambda_{\gamma}^{\omega,\sigma}(f_1, \ldots, f_n)
\]
satisfies the transformation formula
\[
(4.1) \quad \Lambda_{\gamma}^{\omega,\sigma}(f) |_{2\ell+|\omega|} \gamma = \Lambda_{\gamma}^{\omega,\sigma}(f)
\]
for all \( \gamma \in \Gamma \), where we used the notation in (2.1). Although the functions \( \Lambda_{\gamma}^{\omega,\sigma}(f) \) are not modular forms in general for an arbitrary \( \sigma \in \mathbb{R}^n \), the next theorem shows that they still satisfy a certain transformation formula with respect to the action of \( \Gamma \) on \( \mathcal{H} \) which generalizes (4.1).

**Theorem 4.2.** Let \( f_1, \ldots, f_n \) be modular forms for \( \Gamma \) with \( f_i \in M_{\omega_i}(\Gamma) \) for each \( i \), and let \( \sigma \in \mathbb{R}^n \). Then the functions \( \Lambda_{\gamma}^{\omega,\sigma}(f) = \Lambda_{\gamma}^{\omega,\sigma}(f_1, \ldots, f_n) : \mathcal{H} \to \mathbb{C} \) satisfy the relation
\[
(4.2) \quad (\Lambda_{\gamma}^{\omega,\sigma}(f) |_{2\ell+|\omega|} \gamma)(z) = \sum_{r=0}^{\ell} \frac{|\sigma|}{cz+d}^r \Lambda_{\gamma}^{\omega,\sigma}(f)(z)
\]
for all \( z \in \mathcal{H} \), \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \), and \( \ell \geq 0 \).

Proof. First, we consider the case where \( |\sigma| \neq 0 \). As in (2.5), if we set
\[
\Phi(z, X) = \prod_{i=1}^n f_i(z, \sigma_i X) = \sum_{\ell=0}^{\infty} \Lambda_{\gamma}^{\omega,\sigma}(f)(z) X^{\ell},
\]
then as in (2.6) we obtain
\[
\Phi(\gamma z, (cz+d)^{-2} X) = (cz+d)^{\omega_1 + \cdots + \omega_n} e^{c|\sigma|X/(cz+d)} \Phi(z, X) = (cz+d)^{|\omega|} e^{c|\sigma|X/(cz+d)} \Phi(z, X)
\]
for all \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \). Hence, if we set \( \widetilde{\Phi}(z, X) = \Phi(z, X/|\sigma|) \), we see that the formal power series \( \widetilde{\Phi}(z, X) \in \mathcal{H}[[X]] \) is an element of \( \mathcal{J}_{|\omega|}(\Gamma) \). However, we have
\[
\widetilde{\Phi}(z, X) = \sum_{\ell=0}^{\infty} \Lambda_{\gamma}^{\omega,\sigma}(f)(z) |\sigma|^{-\ell} X^{\ell}.
\]
Thus by Lemma 4.1 we see that \( \widetilde{\Phi}(z, X) \in \mathcal{J}_{|\omega|}(\Gamma) \) if and only if
\[
\Lambda_{\gamma}^{\omega,\sigma}(f)(z) |\sigma|^{-\ell} = (cz+d)^{2\ell+|\omega|} \sum_{r=0}^{\ell} \frac{|\sigma|}{cz+d}^r \Lambda_{\gamma}^{\omega,\sigma}(f)(z) |\sigma|^{-\ell}
\]
for each \( \ell \geq 0 \), which is equivalent to (4.2). However, we see that (4.2) makes sense even for \( \sigma \in \mathbb{R}^n \) with \( |\sigma| = 0 \) and that it reduces to (4.1) in this case. Hence the proof of the theorem is complete. □

Now we consider pseudodifferential operators of the form \( \sum_{r=0}^{\infty} \psi_r(z) \partial^{k-r} \) with \( k \in \mathbb{Z} \) whose coefficients \( \psi_r(z) \) are holomorphic functions on \( \mathcal{H} \). Then the discrete subgroup \( \Gamma \subset SL(2, \mathbb{R}) \) acts on the space of such pseudodifferential operators by
\[
\gamma \cdot \left( \sum_{r=0}^{\infty} \psi_r(z) \partial^{k-r} \right) = \sum_{r=0}^{\infty} \psi_r(\gamma z)((cz+d)^2 \partial)^{k-r}
\]
for \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \). As was mentioned in the introduction, pseudodifferential operators that are invariant under \( \Gamma \) are closely linked to modular forms for \( \Gamma \) (cf. [4]). We note that

\[
(\text{4.3}) \quad ((cz + d)^2 \partial)^\ell = \sum_{r=0}^{\infty} r! \binom{\ell}{r} \binom{\ell - 1}{r} c^r (cz + d)^{2\ell - r} \partial^{\ell - r}
\]

for each integer \( \ell \) (see [4, (1.7)]).

**Theorem 4.3.** Let \( f_1, \ldots, f_n \) be as in Theorem 4.2, and assume that \( |\omega| = 2u \) for some \( u \in \mathbb{Z}_+ \). Then the pseudodifferential operator

\[
\Psi(z) = \sum_{k=u}^{\infty} (-1)^k k!(k - 1)! |\sigma|^{u-k} \Lambda_{k-u}^\omega \sigma f(z) \partial^{-k}
\]

is \( \Gamma \)-invariant.

**Proof.** By Theorem 4.2 it suffices to prove that the condition for \( \Psi(z) \) to be \( \Gamma \)-invariant is equivalent to the condition (4.2). For each \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \), we have

\[
\gamma^{-1} \cdot \Psi(z) = \sum_{r=u}^{\infty} (-1)^r r!(r - 1)! |\sigma|^{u-r} \Lambda_{r-u}^\omega \sigma f(\gamma^{-1} z) ((-cz + d)^2 \partial)^{-r}
\]

\[
= \sum_{r=u}^{\infty} (-1)^r r!(r - 1)! |\sigma|^{u-r} \Lambda_{r-u}^\omega \sigma f(\gamma^{-1} z)
\]

\[
\times \sum_{\ell=0}^{\infty} \ell! \binom{-r}{\ell} \binom{-r - 1}{\ell} (-c)^\ell (-cz + a)^{-2r - \ell} \partial^{\ell - r - \ell}
\]

\[
= \sum_{k=u}^{\infty} \sum_{\ell=0}^{k-u} (-1)^{k-\ell} (k - \ell)! (k - \ell - 1)! |\sigma|^{u-k+\ell} \Lambda_{k-\ell-u}^\omega \sigma f(\gamma^{-1} z)
\]

\[
\times \ell! \binom{\ell - k}{\ell} \binom{\ell - k - 1}{\ell} (-c)^\ell (-cz + d)^{-2k+\ell} \partial^{-k},
\]

where we used (4.3). Hence \( \Psi(z) \) is \( \Gamma \)-invariant if and only if

\[
\Lambda_{k-u}^\omega \sigma f(\gamma^{-1} z) = \sum_{\ell=0}^{k-u} \frac{(-1)^{k-\ell}(k - \ell)!}{k!(k - \ell)!} \ell! \binom{\ell - k}{\ell} \binom{\ell - k - 1}{\ell}
\]

\[
\times (-c)^\ell (-cz + a)^{-2k+\ell} |\sigma|^{u-k+\ell} \Lambda_{k-\ell-u}^\omega \sigma f(\gamma^{-1} z)
\]

\[
= \sum_{\ell=0}^{k-u} \frac{1}{\ell!} (-c)^\ell (-cz + a)^{-2k+\ell} |\sigma|^{u-k+\ell} \Lambda_{k-\ell-u}^\omega \sigma f(\gamma^{-1} z)
\]

for all \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \) and \( \ell \geq u \); here we used the relations

\[
\begin{align*}
\binom{\ell - k}{\ell} &= \frac{(-1)^{k-1}(k - 1)!}{\ell!(k - \ell + 1)!}, \\
\binom{\ell - k - 1}{\ell} &= \frac{(-1)^{k}(k)!}{\ell!(k - \ell)!}.
\end{align*}
\]
Hence, using \( r = k - u \), we see that (1.4) is equivalent to

\[
\left( \Lambda^{\omega, \sigma}_{k}(f) \mid_{2r+|\omega|} \gamma \right)(z) = \sum_{\ell=0}^{k-u} \frac{1}{\ell!}\left(-c(z + d)^{2r-2u+\ell} + a\right)^{-2r-2u+\ell} \\
\times |\sigma|^\ell \Lambda^{\omega, \sigma}_{r-u}(f)(cz + d)^{-2r-|\omega|} = \sum_{\ell=0}^{r} \frac{1}{\ell!(cz + d)^{\ell}} |\sigma|^\ell \Lambda^{\omega, \sigma}_{r-u}(f)(z)
\]

for all \( r \geq 0 \), which in turn is equivalent to (1.2).

\( \square \)

5. Homogeneous Polynomials

In this section we construct a sequence of homogeneous polynomials associated to the multilinear operators \( \Lambda^{\omega, \sigma}_{k}(X) \) in Section 2 and discuss some of the properties of such polynomials. Such polynomials for the bilinear case were considered by Zagier in [13].

Let \( \Gamma \subset SL(2, \mathbb{R}) \) and \( \omega_1, \ldots, \omega_n \in \mathbb{Z}_+ \) be as in Section 2 and consider real numbers \( \sigma_1, \ldots, \sigma_n \) with \( \sum_{i=1}^{n} \sigma_i = 0 \). For each positive integer \( k \) we denote by \( P^{\omega, \sigma}_{k}(X) \) the homogeneous polynomial of degree \( k \) given by

\[
P^{\omega, \sigma}_{k}(X) = \sum_{\mu_1 + \cdots + \mu_n = k} \frac{\sigma_{1}^{\mu_1} \cdots \sigma_{n}^{\mu_n}}{\mu_1! \cdots \mu_n!(\mu_1 + \omega_1 - 1)! \cdots (\mu_n + \omega_n - 1)!} X_1^{\mu_1} \cdots X_n^{\mu_n}
\]

Then we define the map \( \tilde{f} : \mathcal{H}^n \to \mathcal{H}^n \) by

\[
\tilde{f}(z_1, \ldots, z_n) = (f_1(z_1), \ldots, f_n(z_n))
\]

for all \((z_1, \ldots, z_n) \in \mathcal{H}^n\). We also denote by \( \mathcal{D} : \mathcal{H} \to \mathcal{H}^n \) the diagonal map given by

\[
\mathcal{D}(z) = (z, \ldots, z) \in \mathcal{H}^n
\]

for \( z \in \mathcal{H} \). Then for each \( k \in \mathbb{Z} \) we see that the multilinear map \( \Lambda^{\omega, \sigma}_{k}(\tilde{f}) \) in (2.4) is given by

\[
\Lambda^{\omega, \sigma}_{k}(f_1, \ldots, f_n) = (P^{\omega, \sigma}_{k}(\partial_z)\tilde{f}) \circ \mathcal{D},
\]

where \( \partial_z = (\partial_{z_1}, \ldots, \partial_{z_n}) \).

**Theorem 5.1.** For each positive integer \( k \) the homogeneous polynomial \( P^{\omega, \sigma}_{k}(X) \) satisfies the following conditions:

(i) \( P^{\omega, \sigma}_{k}(X) = \frac{\left( \sum_{\ell=1}^{n} \sigma_{1}^{X_{1}X_{1}^{-1}}\right)_{(z \omega - 1)}}{k!(\omega - 1)!} \bigg|_{z=1} \);

(ii) \( \sum_{\ell=1}^{n} \frac{\partial}{\partial X_{\ell}} P^{\omega, \sigma}_{k}(X) = kP^{\omega, \sigma}_{k}(X) \);

(iii) \( \sum_{\ell=1}^{n} \left( \omega \partial_{X_{\ell}} + X_{\ell} \partial_{X_{\ell}} \right) P^{\omega, \sigma}_{k}(X) = P^{\omega, \sigma}_{k-1}(X) \).
Proof. Given a positive integer $k$, we have
\[
\left( \sum_{\ell=1}^{n} \sigma_{\ell} X_{\ell} \partial^{-1}_{z_{\ell}} \right)^{k} (z^{k-1})
\]
\[= \sum_{|\mu|=k} \frac{k!}{\mu_{1}! \cdots \mu_{n}!} \left( \sigma^{\mu_{1}}_{1} X_{1}^{\mu_{1}} \partial^{-1}_{z_{1}} \right) \cdots \left( \sigma^{\mu_{n}}_{n} X_{n}^{\mu_{n}} \partial^{-1}_{z_{n}} \right) (z_{1}^{\mu_{1}-1} \cdots z_{n}^{\mu_{n}-1})
\]
\[= \sum_{|\mu|=k} \frac{k! \sigma^{\mu_{1}}_{1} \cdots \sigma^{\mu_{n}}_{n} X_{1}^{\mu_{1}} \cdots X_{n}^{\mu_{n}}}{\mu_{1}! \cdots \mu_{n}!} (\partial^{-1}_{z_{1}} z_{1}^{\mu_{1}-1} \cdots (\partial^{-1}_{z_{n}} z_{n}^{\mu_{n}-1}).
\]

However, for each $i \in \{1, \ldots, n\}$ we have
\[
\partial^{-1}_{z_{i}} z_{i}^{\mu_{i}-1} = \frac{(\omega_{i} - 1)!}{(\omega_{i} + \mu_{i} - 1)!} z_{i}^{\omega_{i} + \mu_{i} - 1}.
\]

Hence we obtain
\[
\left( \sum_{\ell=1}^{n} \sigma_{\ell} X_{\ell} \partial^{-1}_{z_{\ell}} \right)^{k} (z^{k-1}) = \sum_{|\mu|=k} \frac{k! \sigma^{\mu_{1}}_{1} \cdots \sigma^{\mu_{n}}_{n} (\omega_{1} - 1)! \cdots (\omega_{n} - 1)!}{\mu_{1}! \cdots \mu_{n}! (\mu_{1} + \omega_{1} - 1)! \cdots (\mu_{n} + \omega_{n} - 1)!} \times z_{1}^{\omega_{1} + \mu_{1} - 1} \cdots z_{n}^{\omega_{n} + \mu_{n} - 1} X_{1}^{\mu_{1}} \cdots X_{n}^{\mu_{n}}
\]
\[= \sum_{|\mu|=k} \frac{k!(\omega - 1)! \sigma^{\omega_{\mu_{1}} + \mu_{1} - 1} X_{\mu_{1}}}{\mu!(\mu + \omega - 1)!},
\]

and therefore (i) follows. On the other hand, we have
\[
\left( \sum_{\ell=1}^{n} X_{\ell} \frac{\partial}{\partial X_{\ell}} \right) P_{k}^{\omega, \sigma}(X)
\]
\[= \sum_{\ell=1}^{n} \sum_{|\mu|=k} \mu_{\ell} \sigma^{\mu_{1}}_{1} \cdots \sigma^{\mu_{n}}_{n} (\mu_{1} + \omega_{1} - 1)! \cdots (\mu_{n} + \omega_{n} - 1)! X_{1}^{\mu_{1}} \cdots X_{n}^{\mu_{n}}
\]
\[= \sum_{|\mu|=k} \left( \sum_{\ell=1}^{n} \mu_{\ell} \right) \frac{\sigma^{\mu} X^{\mu}}{\mu!(\mu + \omega - 1)!}.
\]

Thus, using this and the condition $\sum_{i=1}^{n} \mu_{i} = |\mu| = k$, we obtain (ii). As for (iii), we have
\[
\sum_{\ell=1}^{n} \left( \omega_{\ell} \frac{\partial}{\partial X_{\ell}} + X_{\ell} \frac{\partial^{2}}{\partial X_{\ell}^{2}} \right) P_{k}^{\omega, \sigma}(X) = \sum_{|\mu|=k} \sum_{\ell=1}^{n} \frac{\mu_{\ell}(\mu_{\ell} + \omega_{\ell} - 1) \sigma^{\mu_{\ell}}}{\mu!(\mu + \omega - 1)!} X^{\mu - \epsilon_{\ell}}
\]
\[= \sum_{|\mu|=k} \sum_{\ell=1}^{n} \frac{\sigma^{\mu} \epsilon_{\ell}}{(\mu - \epsilon_{\ell})(\mu + \omega - \epsilon_{\ell} - 1)!} X^{\mu - \epsilon_{\ell}}
\]
\[= \sum_{\ell=1}^{n} \frac{\sigma^{\epsilon_{\ell}}}{\mu!(\mu + \omega - 1)!} X^{\mu'-\epsilon_{\ell}}
\]
\[= \left( \sum_{\ell=1}^{n} \sigma^{\epsilon_{\ell}} \right) P_{k-1}^{\omega, \sigma}(X) = P_{k-1}^{\omega, \sigma}(X),
\]

which verifies (iii).
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