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ABSTRACT. We present a version of the Sharkovskii cycle coexistence theorem for differential equations. Our earlier applicable version is extended here to hold with the exception of at most two orbits. This result, which (because of counter-examples) cannot be improved, is then applied to ordinary differential equations and inclusions. In particular, if a time-periodic differential equation has \( n \)-periodic solutions with \( n \not= 2^m \), for all \( m \in \mathbb{N} \), then infinitely many subharmonics coexist.

1. STANDARD SHARKOVSKII’S THEOREM DOES NOT APPLY TO DIFFERENTIAL EQUATIONS

The celebrated Sharkovskii cycle coexistence theorem [Sh], based on a new ordering of the positive integers, namely

\[
3 \succ 5 \succ 7 \succ \cdots \succ 2 \cdot 3 \succ 2 \cdot 5 \succ 2 \cdot 7 \succ \cdots \succ 2^2 \cdot 3 \succ 2^2 \cdot 5 \succ 2^2 \cdot 7 \succ \cdots \succ 2^n \cdot 3 \succ 2^n \cdot 5 \succ 2^n \cdot 7 \succ \cdots \succ 2^n \cdot 2^{n+1} \cdot 3 \succ 2^n \cdot 2^{n+1} \cdot 5 \succ 2^n \cdot 2^{n+1} \cdot 7 \succ \cdots \succ 2^{n+1} \cdot 2^n \succ \cdots \succ 2^n \succ 2^2 \succ 2 \succ 1,
\]

reads as follows:

**Theorem 1** (A. N. Sharkovskii). Let \( f : \mathbb{R} \to \mathbb{R} \) be a continuous function. If \( f \) has a point of period \( n \) with \( n \succ k \) (in the above Sharkovskii ordering), then it has also a point of period \( k \).

By a period, we mean the least period, i.e. a point \( a \in \mathbb{R} \) is a periodic point of period \( n \) of \( f \) if \( f^n(a) = a \) and \( f^j(a) \neq a \), for \( 0 < j < n \).

Consider the scalar (e.g. continuous) differential equation

\[
x' = F(t, x), \quad \text{where} \quad F(t, x) \equiv F(t + 1, x),
\]

and assume that all its solutions extend to \( (-\infty, \infty) \) and that the corresponding initial value problems are uniquely solvable. It is well known that uniqueness implies continuous dependence on initial values; hence, the related Poincaré translation operators \( m \in \mathbb{N} \)

\[
\Phi_m(x_0) := \{ x(m, x_0) | x(\cdot, x_0) \text{ is a solution of (1) with } x(0, x_0) = x_0 \}
\]
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are completely continuous. In spite of the apparent one-to-one correspondence between periodic points of \( \Phi_1 \) and subharmonic solutions of \( (1) \), the analogue of Theorem 2 does not hold for subharmonics of \( (1) \). In fact, we only obtain an empty statement because every bounded solution of \( (1) \) is, under the uniqueness assumption, either 1-periodic or asymptotically 1-periodic (see e.g. [P] pp. 120–122).}

2. A version of Sharkovskii’s theorem that holds with the exception of at most two orbits

Even if the solutions of the initial value problem for system \( (1) \) are not always unique, the corresponding Poincaré translation operators \( \Phi_m = \Phi^m_0, m \in \mathbb{N} \), are upper-semicontinuous (i.e., for every open \( V \subset \mathbb{R} \), the set \( \{ x_0 \in \mathbb{R} | \Phi_m(x_0) \subset V \} \) is open), and the sets of values of \( \Phi_m \) consist either of single points or of compact intervals (see [AFJ]). For the sake of simplicity, such multivalued maps (i.e. \( \varphi : \mathbb{R} \mapsto \mathbb{R} \) resp. \( \varphi : \mathbb{R} \mapsto 2^\mathbb{R} \setminus \{ \emptyset \} \) that are upper-semicontinuous and whose values are either single points or compact intervals) will be called M-maps.

A natural question arises: Can the (single-valued) continuous function \( f \) be replaced in Theorem 1 by an M-map?

The answer is no, in general. For example, periodic points of period 3 need not imply the existence of periodic points of periods 2 and 4 (see [AFJ]). Here, a is a period \( n \) point of the M-map \( \varphi : \mathbb{R} \mapsto \mathbb{R} \) if \( a \in \varphi^m(a) \), but \( a \notin \varphi^j(a) \), for \( 0 < j < n \). But in the multivalued setting, it is more appropriate to consider periodic orbits rather than periodic points because the latter excludes many possibilities.

An orbit of \( n \)-th order (or, an \( n \)-orbit) of an M-map \( \varphi : \mathbb{R} \mapsto \mathbb{R} \) is a sequence \( \{ x_i \}_{i=0}^\infty \) such that
(i) \( x_{i+1} \in \varphi(x_i) \) for \( i \geq 0 \),
(ii) \( x_i = x_{i+n} \) for \( i \geq 0 \), and
(iii) this orbit is not a product orbit formed by going \( p \) times around a shorter orbit of \( m \)-th order, where \( mp = n \).

If, in addition,
(iv) \( x_i \neq x_j \), for \( i \neq j; i, j = 0, 1, \ldots, n-1 \), we say that \( \{ x_i \}_{i=0}^\infty \) is a primary orbit of \( n \)-th order (or, a primary \( n \)-orbit).

Unfortunately, Theorem 1 does not hold for orbits of M-maps. For example, the existence of a 3-orbit need not imply the existence of orbits of orders 2 or 4 or 6 (see [AFJ], [AJP]). On the other hand, Theorem 1 holds for the generic M-map with few exceptions.

**Proposition 1** ([AG]). If an M-map has an \( n \)-orbit, then it has an order-k orbit for every \( k \nearrow n \) with at most three exceptions.

The last result, which had a technically difficult and long proof (see [AG] and cf. [AFJ], [AJ], [AJP]), is lowered to the status of a proposition here because we will improve it to hold with the exception of at most two orbits.

The exceptions mentioned in Proposition 1 can be determined exactly:

**Proposition 2** ([AJP]). Let an M-map \( \varphi : \mathbb{R} \mapsto \mathbb{R} \) have an \( n \)-orbit, where \( n = 2^mq, m \in \mathbb{N}_0 = \mathbb{N} \cup \{ 0 \}, q \) is odd, and \( n \) is maximal in the Sharkovskii ordering.

1. If \( q > 3 \), then \( \varphi \) has a \( k \)-orbit for every \( k \nearrow n \), except \( k = 2^{m+2}q \).
2. If \( q = 3 \), then \( \varphi \) has a \( k \)-orbit, for every \( k \nearrow n \), except \( k = 2^{m+1} \cdot 3, 2^{m+2}, 2^{m+1} \).
3. If \( q = 1 \), then \( \varphi \) has a \( k \)-orbit, for every \( k \nearrow n \).
A glance at Proposition 2 and the counter-examples given in [AFJ] and [AJP] suggests a question: Is there an $M$-map with a 3-orbit but no orbits of orders 2, 4 and 6. For the answer, we use the following lemma.

Lemma 1 ([AFJ]). Let $\varphi : \mathbb{R} \to \mathbb{R}$ be an $M$-map. Assume that $I_k \subset \mathbb{R}, k = 0, 1, \ldots, n - 1$, are closed intervals such that $I_{k+1} \subset \varphi(I_k)$, for $k = 0, 1, \ldots, n - 1$, which we write as $I_0 \to I_1 \to \cdots \to I_n = I_0$. Then the $n$-th iterate $\varphi^n$ of $\varphi$ (i.e. the $n$-fold composition of $\varphi$ with itself) has a fixed-point $x_0$ (i.e. $x_0 \in \varphi^n(x_0)$) with $x_{k+1} \in \varphi(x_k), x_n = x_0$, where $x_k \in I_k$, for $k = 0, 1, \ldots, n - 1$.

Proposition 3. Let $\varphi : \mathbb{R} \to \mathbb{R}$ be an $M$-map. If $\varphi$ has a 3-orbit, then at least one of the following two cases occurs:

(i) $\varphi$ has a 2-orbit.

(ii) $\varphi$ has a 4-orbit and a 6-orbit.

Proof. We can assume that the 3-orbit $\{a, b, c\}$ is primary, i.e. it is formed by three different points. Indeed, if for example $b = c$ then $\varphi$ has the 4-orbit $\{a, b, b, b\}$ and the 6-orbit $\{a, b, b, b, b, b\}$. Furthermore, the 3-orbit $\{a, b, c\}$ can be assumed to satisfy $a < b, a < c$ (otherwise, we rename the points). There are two possibilities.

Case 1. $b < c$.

For

$$[a, b] \to [b, c] \to [a, b],$$

we obtain by Lemma 1 that $\varphi$ has either a 2-orbit or $b \in \varphi(b)$. In the latter case, $\varphi$ has the 4-orbit $\{a, b, b, b\}$ and the 6-orbit $\{a, b, b, b, b, b\}$.

Case 2. $c < b$.

For

$$[a, c] \to [c, b] \to [a, c],$$

again apply Lemma 1 to see that $\varphi$ has either a 2-orbit or $c \in \varphi(c)$. In case $c \in \varphi(c)$, $\varphi$ has the 4-orbit $\{a, b, c, c\}$ and the 6-orbit $\{a, b, c, c, c, c\}$. 

Using Proposition 3 and the following lemmas we will determine the exceptions for the initial numbers of subsequences of the Sharkovskii ordering.

Lemma 2 ([AJP]). Let $\varphi : \mathbb{R} \to \mathbb{R}$ and $g : \mathbb{R} \to \mathbb{R}$ be $M$-maps satisfying $g = \varphi^l$, where $l \in \mathbb{N}$, and let $q$ be odd. If $\varphi$ has an $lq$-orbit, then $g$ has a $q$-orbit.

Lemma 3 ([AJP]). Let $\varphi : \mathbb{R} \to \mathbb{R}$ and $g : \mathbb{R} \to \mathbb{R}$ be $M$-maps satisfying $g = \varphi^l$, where $l = 2^s$, for some $s \in \mathbb{N}$.

(1) If $g$ has a $q$-orbit, where $q$ is odd, then $\varphi$ has also a $q$-orbit or an $lq$-orbit.

(2) If $g$ has a $q$-orbit, where $q = 2^r$, for some $r \in \mathbb{N}$, then $\varphi$ has a $2^{r+s}$-orbit.

Proposition 4. Let $\varphi : \mathbb{R} \to \mathbb{R}$ be an $M$-map, $m \in \mathbb{N}_0$. If $\varphi$ has a $3 \cdot 2^m$-orbit, then at least one of the following two cases occurs:

(i) $\varphi$ has a $2^{m+1}$-orbit.

(ii) $\varphi$ has a $2^{m+2}$-orbit and a $2^{m+1} \cdot 3$-orbit.

Proof. It follows from Proposition 2 and Proposition 3 that we can assume $\varphi$ has no odd orbit. Let us consider an $M$-map $g : \mathbb{R} \to \mathbb{R}$ such that $g = \varphi^{2^m}$. Using Lemma 2, $g$ has a 3-orbit.
By Lemma 3 (2), the existence of a 2-orbit of \( g \) implies the existence of a \( 2^{m+1} \)-orbit of \( \varphi \) and the existence of a 4-orbit of \( g \) implies the existence of a \( 2^{m+2} \)-orbit of \( \varphi \). Thus, in view of Proposition 3, it suffices to show that the existence of a 6-orbit of \( g \) implies the existence of a \( 2^{m+1} \)-3-orbit of \( \varphi \).

Setting \( h = g^2 = \varphi^{2m+1} \), Lemma 2 and the existence of a 6-orbit of \( g \) implies that \( h \) has a 3-orbit. Using Lemma 3 (1) and the fact that \( \varphi \) has no odd orbit, \( \varphi \) has a \( 2^{m+1} \)-3-orbit.

Following Proposition 2 and Proposition 3 we obtain

**Theorem 2.** Let an \( M \)-map \( \varphi : \mathbb{R} \to \mathbb{R} \) have an \( n \)-orbit, where \( n = 2^m \cdot q \), \( m \in \mathbb{N}_0 \), \( q \) is odd, and let \( n \) be maximal in the Sharkovskii ordering.

1. If \( q > 3 \), then \( \varphi \) has a \( k \)-orbit, for every \( k \ll n \), eventually except \( k = 2^{m+2} \).
2. If \( q = 3 \), then \( \varphi \) has a \( k \)-orbit, for every \( k \ll n \), with an eventual exception either for \( k = 2^{m+1} \) or \( k = 2^{m+1} \cdot 3, 2^{m+2} \).
3. If \( q = 1 \), then \( \varphi \) has a \( k \)-orbit, for every \( k \ll n \).

Hence, we can improve Proposition 1 as follows:

**Corollary 1.** If an \( M \)-map has an \( n \)-orbit, where \( n \neq 2^m \), for all \( m \in \mathbb{N} \), then infinitely many periodic orbits coexist.

3. **Application to differential equations and inclusions**

As we have already pointed out, the Poincaré translation operators in (2), associated with continuous differential equations (1), are \( M \)-maps. Thus, we can recast Theorem 2 and Corollary 1 in the context of subharmonics for equation (1).

**Theorem 4.** Let all solutions of the continuous differential equation (1), i.e. \( F \in C([0, 1] \times \mathbb{R}, \mathbb{R}) \) and \( F(t, x) \equiv F(t + 1, x) \), extend to \(( -\infty, \infty) \). If (1) has an \( n \)-periodic solution, then it also admits \( k \)-periodic solutions, for every \( k \ll n \), with at most two exceptions. In particular, if \( n \neq 2^m \), for all \( m \in \mathbb{N} \), then infinitely many (subharmonic) periodic solutions of (1) coexist.

Let us note that Theorem 4 has a meaning in the absence of uniqueness. On the other hand, continuous ordinary differential equations are, according to the result of W. Orlicz (Or), generically uniquely solvable. More precisely, the set of continuous functions \( F \), for which equation (1) does not have uniqueness of all solutions satisfying the initial conditions \( x(0) = x_0 \), is meager, i.e., a set of the first Baire category. The same result is true for Carathéodory right-hand sides. Therefore, it is perhaps more reasonable to consider differential inclusions instead of differential equations (1). Here, a differential inclusion is given by

\[
x' \in F(t, x), \quad F(t, x) \equiv F(t + 1, x),
\]

where \( F : [0, 1] \times \mathbb{R} \to \mathbb{R} \) is an upper-Carathéodory map with nonempty, compact and convex values, i.e.

(i) \( F(\cdot, x) : \mathbb{R} \to \mathbb{R} \) is measurable (i.e., for any open \( U \subset \mathbb{R} \), the set \( \{ t \in \mathbb{R} \mid F(t, x) \subset U \} \) is measurable, for every \( x \in \mathbb{R} \)),

(ii) \( F(t, \cdot) : \mathbb{R} \to \mathbb{R} \) is upper-semicontinuous (i.e., for any open \( V \subset \mathbb{R} \), the set \( \{ x \in \mathbb{R} \mid F(t, x) \subset V \} \) is open, for a.a. \( t \in \mathbb{R} \),
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(iii) $|F(t,x)| \leq \alpha + \beta|x|$, for a.a. $t \in \mathbb{R}$ and all $x \in \mathbb{R}$.

The Poincaré translation operators for (3) are defined exactly as for equation (2); they are again $M$-maps (see [AG] and cf. [AFJ]).

**Theorem 5.** Let $F : [0,1] \times \mathbb{R} \sim \mathbb{R}$ be an upper-Caratheodory map (cf. (i)-(iii)) with nonempty, compact and convex values. Then the assertion of Theorem 4 remains valid for the inclusion (3).

4. Concluding remarks

Although there are many extensions of Theorem 1—perhaps the most well known is for triangular maps [Kl], until now none of them has been applied to differential equations. Proposition 1 (jointly with the result in [Kl]) has been generalized to the case where the real line is replaced by a linear continuum and maps are triangular (see [AP]). This result can be applied to differential equations and inclusions as in Theorem 5.

**References**


Department of Mathematical Analysis, Faculty of Science, Palacký University, Tomkova 40, 779 00 Olomouc-Hejčín, Czech Republic

E-mail address: andres@risc.upol.cz

Department of Mathematical Analysis, Faculty of Science, Palacký University, Tomkova 40, 779 00 Olomouc-Hejčín, Czech Republic

E-mail address: pastor@inf.upol.cz