**D-RESULTANT AND SUBRESULTANTS**
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**Abstract.** We establish a connection between the D-resultant of two polynomials $f(t)$ and $g(t)$ and the subresultant sequence of $f(t) - x$ and $g(t) - y$. This connection is used to decide in a more explicit way whether $K[f(t), g(t)] = K(t)$ or $K[f(t), g(t)] = K[t]$. We also show how to extract a faithful parametrization from a given one.

1. **Introduction**

Let $A$ be a commutative domain with fractions field $K$. The D-resultant of two nonlinear polynomials $f(t), g(t) \in A[t]$ is defined as the resultant with respect to $t$ of the two polynomials

$$f_1(s, t) = \frac{f(t) - f(s)}{t - s}, \quad g_1(s, t) = \frac{g(t) - g(s)}{t - s}$$

where $s$ is an indeterminate over $A[t]$. Such a concept is introduced in [7] as an extension, to the nonzero characteristic case, of the so-called Taylor resultant defined in lecture 19 of [1]. The main motivation which led the authors to introduce such concepts was to find out algorithmic solutions to the following questions: How can one decide whether $K(t) = K(f, g)$ or whether $K[t] = K[f, g]$, and how can one find the singularities, in the affine plane, of the curve defined by the parametrization $x = f(t), y = g(t)$?

By extending the notion of D-resultant to the case of rational functions these same questions, among others, are solved in [9].

In this paper we address the same questions, but we seek more explicit information. For instance, to the question of deciding whether $K(t) = K(f, g)$, we substitute the more explicit question of finding a rational function $r(x, y) \in K(x, y)$ such that $r(f, g) = t$. In the case $K[t] = K[f(t), g(t)]$, the computation of a polynomial $p(x, y)$ such that $p(f(t), g(t)) = t$ is required. Let us point out here that in [1, 7, 9] the additional information, namely finding $r(x, y)$ or $p(x, y)$, cannot obviously be extracted from the D-resultant.

The price we pay to get this more precise information is the computation of the subresultant sequence of $f(t) - x$ and $g(t) - y$ in $A[x, y][t]$ instead of the D-resultant. But in fact, the computation of the D-resultant has the same cost as the computation of the subresultant sequence. Indeed, the best actual algorithms for computing the resultant of two polynomials $f(t)$ and $g(t)$, of maximal degree
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g and O[5, 11, 12]), and their cost is $O(d^2)$ arithmetic operations in the ground ring. In the case of the D-resultant, one needs to perform $O(d^2)$ arithmetic operations in the ring $A[s]$, and the involved polynomials are of degree $O(d^2)$ with respect to $s$. Since the multiplication of two univariate polynomials of degree $O(n)$ requires $O(n^3)$ arithmetic operations in $A$, the total cost for the computation of the D-resultant is $O(d^n)$ arithmetic operations. On the other hand, the computation of the subresultant sequence of $f(t) - x$ and $g(t) - y$ requires $O(d^2)$ arithmetic operations involving polynomials in $A[x, y]$ of degree $O(d)$. Since the number of coefficients of a degree $n$ polynomial in $A[x, y]$ is $O(n^2)$, the total cost of the subresultant sequence computation is $O(d^n)$ arithmetic operations as well.

2. Review of subresultants

In this section we recall how subresultants are defined and give some of their main properties. For more details on subresultants theory we refer to [8, 12, 13, 11, 6], but the list is nowhere near exhaustive.

Throughout this paper all considered rings are commutative with unit. Given two positive integers $m$ and $n$ we denote by $M_{m,n}(A)$ the $A$-module of $m \times n$ matrices with coefficients in $A$. Consider the free $A$-module $P_n$ of univariate polynomials with coefficients in $A$ of degree at most $n-1$ equipped with the basis $B_n = \{t^{n-1}, \ldots, t, 1\}$.

A sequence of polynomials $[f_1, \ldots, f_m]$ in $P_n$ will be identified with the $m \times n$ matrix whose row’s coefficients are the coordinates of the $f_i$’s in $B_n$. Given positive integers $p, q$ we let $\delta(p, q) = q - 1$ if $p = q$, and $\delta(p, q) = \min(p, q)$ if $p \neq q$.

**Definition 2.1.** Let $A$ be a ring and let $p, q$ be positive integers. Let $f, g \in A[t]$ be two polynomials with $\deg(f) = p$ and $\deg(g) = q$. For any $i \leq \delta(p, q)$ we define the $i$-th subresultant polynomial associated to $f$ and $g$ as follows:

$$Sr_i(f, g) = \sum_{j=0}^{i} sr_{i,j}(f, g)t^j$$

where $sr_{i,j}(f, g)$ is the determinant of the matrix built with the columns 1, 2, ..., $p + q - 2i - 1$ and $p + q - i - j$ in the matrix $\text{Sylv}_i(f, g) = [t^{q-i-1}f, \ldots, t^{-i-1}g]$. The determinant $sr_{i,i}(f, g)$ is called the $i$-th principal subresultant coefficient of $f$ and $g$ and is denoted by $sr_i(f, g)$.

Recall that the polynomials $Sr_i(f(t), g(t))$ belong to the ideal $I(f, g)$ generated by $f$ and $g$ in $A[t]$, and that $\deg(Sr_i(f, g)) \leq i$. Moreover, $Sr_0(f(t), g(t))$ is nothing but the resultant $\text{Res}(f, g)$ of $f$ and $g$ with respect to $t$.

If no risk of confusion arises, we write $Sr_i$ and $sr_{i,j}$ instead of $Sr_i(f, g)$ and $sr_{i,j}(f, g)$. In the sequel we give some fundamental properties of subresultants. The first one is the most fundamental, and it answers the well-known problem of finding algebraic conditions on the coefficients of $f$ and $g$ in order that they have a gcd of given degree.

**Theorem 2.2.** Let $A$ be a ring and let $f, g, h \in A[t]$ be polynomials with $\deg(f) = p$, $\deg(g) = q$ and $\deg(h) = r$, and assume that $h$ has 1 as the leading coefficient.
Then:
\[ \text{Sr}_r(hf, hg) = \begin{cases} \ h\text{Sr}_{i-r} & \text{if } i \geq r, \\ 0 & \text{otherwise.} \end{cases} \]

In particular, if \( \mathcal{A} \) is a domain with fractions field \( \mathcal{K} \), then the gcd of \( f \) and \( g \) over \( \mathcal{K} \) is of degree \( k \) if and only if
\[ \text{sr}_i = 0, \ i = 0, 1, \ldots, k - 1, \]
\[ \text{sr}_k \neq 0. \]

Another fundamental property subresultants satisfy is the so-called specialization property. A systematic study of this property can be found in [8].

**Theorem 2.3.** Let \( \mathcal{A} \) and \( \mathcal{B} \) be two rings, let \( \phi : \mathcal{A} \rightarrow \mathcal{B} \) be a ring homomorphism and let \( f, g \in \mathcal{A}[t] \) be two polynomials with \( \deg(f) = p \) and \( \deg(g) = q \). If \( \deg(\phi(f)) = p \) and \( \deg(\phi(g)) = q \), then for any \( i = 0, \ldots, \delta(p, q) \) we have:
\[ \text{Sr}_i(\phi(f), \phi(g)) = \phi(\text{Sr}_i). \]

The next result we give concerns the behavior of subresultants under composition. This is an important result for our purpose insofar as it allows us to deal in an explicit and efficient way with the question of computing a faithful parametrization from a nonnecessarily faithful one. The version we give here addresses the case of composition by a polynomial \( \tau(t) \) with 1 as leading coefficient, which is enough for our need. For the general version and its proof we refer to [10].

**Theorem 2.4.** Let \( \mathcal{A} \) be a ring and let \( f, g, h \in \mathcal{A}[t] \) be polynomials with \( \deg(f) = p \), \( \deg(g) = q \) and \( \deg(h) = r \), and assume that \( h \) has 1 as the leading coefficient. Then:
\[ \text{Sr}_i(f \circ g, g \circ h) = \begin{cases} \ c_k^{-1}\text{Sr}_k \circ h & \text{if } i = kr, \\ \sigma_k d_k^{-1}\text{Sr}_{k-1} \circ h & \text{if } i = kr - 1, \\ 0 & \text{otherwise,} \end{cases} \]
where \( \sigma_k = (-1)^{(p-k)(r-1)} \), \( c_k = \text{sr}_k \), and \( d_k = \text{sr}_{k-1} \).

Let us point out that the results given in this section are elementary insofar as they are mainly due to the basic properties of polynomials and nice behavior of determinants under row and column operations (see e.g [9] for more details).

## 3. Subresultants and D-resultant

In this section we show that the \( D \)-resultant of two nonlinear polynomials \( f \) and \( g \) in \( \mathcal{A}[t] \) is closely related to the first subresultant coefficient of \( f(t) - x \) and \( g(t) - y \) in \( \mathcal{A}[x, y][t] \). In the rest of this paper we will write \( \text{Sr}_i(x, y) \) and \( \text{sr}_{i,j}(x, y) \) instead of \( \text{Sr}_i(f(t) - x, g(t) - y) \) and \( \text{sr}_{i,j}(f(t) - x, g(t) - y) \).

We start with the following lemma which gives bounds on the degrees of the polynomials \( \text{sr}_{i,j}(x, y) \).

**Lemma 3.1.** Let \( \mathcal{A} \) be a domain and let \( f, g \in \mathcal{A}[t] \) be two nonlinear polynomials with \( \deg(f) = p \) and \( \deg(g) = q \). Then the following hold:

i) \( \text{sr}_0(x, y) = ay^p + bx^q + r(x, y) \), where \( a \) and \( b \) are nonzero elements of \( \mathcal{A} \), \( \deg_a(r) < p \) and \( \deg_x(r) < q \).

ii) For any \( i \leq \delta(p, q) \) and any \( j \leq i \) we have \( \deg_a(\text{sr}_{i,j}(x, y)) \leq q - i \) and \( \deg_x(\text{sr}_{i,j}(x, y)) \leq p - i \).
Proof. Let us write \( f = c_p t^p + \ldots + c_0 \) and \( g = d_q t^q + \ldots + d_0 \), with \( c_p \neq 0 \) and \( d_q \neq 0 \). The coefficients of the Sylvester matrix \( \text{Sylv}_i(f(t) - x, g(t) - y) = (a_{j,k}^{(i)}) \) are either constants in \( A \) or \( c_0 - x \) or \( d_0 - y \). Moreover, the number of times \( c_0 - x \) (resp. \( d_0 - y \)) appears in \( \text{Sylv}_i(f(t) - x, g(t) - y) \) is \( q - i \) (resp. \( p - i \)). Since on the other hand \( \sigma_{i,j}(x, y) \) is a minor of this matrix, we have the bounds claimed in ii).

To prove the sharpness of these bounds in the case \( i = 0 \) we need to be a little bit more precise, and give the exact subscripts \( j, k \) whose corresponding coefficient is \( c_0 - x \) (resp. \( d_0 - y \)). In fact we have \( a_{j,k}^{(0)} = d_0 - y \) if and only if \( j \geq q + 1 \) and \( k = j \). Let us write

\[
\sigma_{0,1}(x, y) = \sum_{\sigma \in \mathcal{S}_{p+q}} \varepsilon(\sigma) a_{1,\sigma(1)}^{(0)} \cdots a_{p+q,\sigma(p+q)}^{(0)}.
\]

In order that a given \( \sigma \) generates a term of the type \( c(d_0 - y)^p \) it should satisfy \( \sigma(j) = j \) for any \( j \geq q + 1 \). This means in particular that \( \sigma(j) \leq q \) for any \( j \leq q \). Therefore, the coefficient of the monomial \( (d_0 - y)^p \) in \( \sigma_{0,1}(x, y) \) is \( \det(A_{q,q}) \), where \( A_{q,q} \) is the \( q \times q \) principal submatrix of \( \text{Sylv}_0(f(t) - x, g(t) - y) \). Clearly, \( A_{q,q} \) is upper triangular and its diagonal entries are equal to \( c_p \). Thus, we have \( \sigma_{0,1}(x, y) = c_p(d_0 - y)^p + r_1(x, y) \) with \( \deg(r_1) < p \). Similar arguments show that \( \sigma_{0,1}(x, y) \) can also be written as \( \sigma_{0,1}(x, y) = b(c_0 - x)^p + r_2(x, y) \), where \( b \) is a nonzero element of \( A \) and \( \deg(r_2) < q \). Combining these two decompositions we get the one claimed in i).

\[
\square
\]

**Theorem 3.2.** Let \( K \) be a commutative field and let \( \overline{K} \) be its algebraic closure. Let \( f \) and \( g \) be two nonlinear polynomials in \( K[t] \) and let \( D(s) \) be their D-resultant. Then the following properties hold:

i) \( D(s) = \sigma_1(f(s), g(s)) \).

ii) \( \mathcal{K}(f, g) = \mathcal{K}(t) \) if and only if \( D(s) \neq 0 \). In this case the rational function \( r(x, y) = -\sigma_1^{-1}(x, y) \) satisfies \( r(f(t), g(t)) = t \).

iii) \( \mathcal{K}[f, g] = \mathcal{K}[t] \) if and only if \( D(s) \) is a nonzero constant. In this case \( \sigma_1(x, y) = D(s) \), \( r(x, y) \) is a polynomial and \( r(f(t), g(t)) = t \).

**Proof.** i) To simplify we let \( f_1(s, t) = \frac{f(t) - f(s)}{t - s} \) and \( g_1(s, t) = \frac{g(t) - g(s)}{t - s} \). We also let \( \delta : A[x, y] \longrightarrow A[s] \) be the \( A \)-homomorphism defined by \( \delta(x) = f(s) \) and \( \delta(y) = g(s) \). Since \( \delta(f(t) - x) = f(t) - f(s) \) and \( \delta(g(t) - y) = g(t) - g(s) \) we have by Theorem 2.3 the relation \( \sigma_1(f(t) - f(s), g(t) - g(s)) = \sigma_1(f(s), g(s)) \). On the other hand, we have \( f(t) - f(s) = f_1(s, t)(t - s) \) and \( g(t) - g(s) = g_1(s, t)(t - s) \), which gives according to Theorem 2.2 the relation

\[
\sigma_1(f(t) - f(s), g(t) - g(s)) = (t - s)\sigma_0(f_1(s, t), g_1(s, t)) = (t - s)D(s).
\]

By comparing the leading coefficients with respect to \( t \) we get the claimed relation.

ii) Assume that \( D(s) \neq 0 \). Then by property i) we have \( \sigma_1(x, y) \neq 0 \) and so the rational function \( r(x, y) \) is well defined. On the other hand, since \( \sigma_1(x, y) \in \mathcal{I}(f(t) - x, g(t) - y) \) we have \( \sigma_1(f(t), g(t)) = \sigma_1(f(t), g(t)) + \sigma_1(f(t), g(t)) = 0 \), and this proves that \( r(f(t), g(t)) = t \). Conversely, assume that \( \mathcal{K}(f, g) = \mathcal{K}(t) \) and let \( u(x, y) = \frac{a(x, y)}{b(x, y)} \) be a rational function such that \( u(f(t), g(t)) = t \). Let \( \mathcal{V} \) be the finite subset of \( \mathcal{K} \) consisting of the roots of \( b(f(t), g(t)) \). Then the map \( \gamma : t \in \mathcal{K} \setminus \mathcal{V} \longrightarrow (f(t), g(t)) \in \mathcal{K}^2 \) is injective according to the fact that \( u(\gamma(t)) = t \).
Moreover, by applying $\partial_t$ to the relation $u(f(t), g(t)) = t$ we get a relation of the type

$$v(t)f'(t) + w(t)g'(t) = b(f(t), g(t))^2,$$

where $v(t)$ and $w(t)$ are polynomials in $\mathbb{K}[t]$. This last relation proves in particular that the elements of $\mathbb{K} \setminus \mathcal{V}$ cannot be common roots of $f'(t)$ and $g'(t)$.

Now let $\alpha$ be an element of $\mathbb{K} \setminus \mathcal{V}$. Since $\gamma$ is injective, the system $f(t) - f(\alpha) = g(t) - g(\alpha) = 0$ has only one solution, namely $\alpha$. Moreover, this solution is of multiplicity 1 according to the fact that it is not a common root of $f'$ and $g'$. Thus, the gcd of $f(t) - f(\alpha)$ and $g(t) - g(\alpha)$ is $t - \alpha$, and by Theorem 2.2 we have $D(\alpha) \neq 0$.

iii) Assume that $D(s)$ is a nonzero constant, say 1 to simplify. From the relation $\text{Sr}_1(f(t), g(t)) = D(t) + s_{1,0}(f(t), g(t)) = 0$ we get $-s_{1,0}(f(t), g(t)) = t$ and hence $\mathbb{K}[f, g] = \mathbb{K}[t]$. Conversely, assume that $\mathbb{K}[f, g] = \mathbb{K}[t]$ and let $u(x, y) \in \mathbb{K}[x, y]$ be such that $u(f(t), g(t)) = t$. In this case, the subset $\mathcal{V}$ defined above is empty and so $D(\alpha) \neq 0$ for any $\alpha \in \mathbb{K}$. This proves that $D(s)$ is a nonzero constant.

Let us now prove that $\text{sr}_1$ is constant. Since $\mathbb{K}[f, g] = \mathbb{K}[t]$, the parametrization $(f(t), g(t))$ is faithful and so $\text{sr}_0(x, y)$ is irreducible. Now if we let $s_0 = D(s)$, then $\text{sr}_1(f(t), g(t)) - s_0 = 0$ and hence $\text{sr}_1(x, y) - s_0$ is a multiple of $\text{sr}_0(x, y)$. By Lemma 3.1 we have

$$\deg_a(\text{sr}_1(x, y) - s_0) < \deg_a(\text{sr}_0(x, y)),$$

and so $\text{sr}_1(x, y) - s_0 = 0$.

The previous theorem does not explain the case where $D(s) = 0$, i.e. the parametrization $x = f(t), y = g(t)$ is unfaithful. In such a case it is natural to ask how one can extract a faithful parametrization from the given one by looking at the already computed subresultant sequence. The following result explains how one can read up on such information.

**Theorem 3.3.** Let $f$ and $g$ be two nonlinear polynomials in $\mathbb{A}[t]$ and let $D(s)$ be their $D$-resultant. Assume that $D(s) = 0$ and let $r \geq 2$ be the smallest integer such that $\text{Sr}_{r-1}(x, y) \neq 0$. Then the following properties hold:

i) $\text{Sr}_r(x, y) = a(x, y)^{r-1}(a(x, y)\tau(t) + b(x, y))$, where $\tau(t)$ is of degree $r$ and leading coefficient 1, and $a(x, y), b(x, y) \in \mathbb{K}[x, y]$ with $a(x, y) \neq 0$.

ii) There exist polynomials $\tilde{f}, \tilde{g}$ in $\mathbb{K}[t]$ such that $f(t) = \tilde{f}(\tau(t)), g(t) = \tilde{g}(\tau(t))$ and $\mathbb{K}(\tilde{f}(t), \tilde{g}(t)) = \mathbb{K}(t)$.

**Proof.** The field $\mathbb{K}(f, g)$ contains at least a nonconstant polynomial. Therefore, by the Noether-Schinzel theorem (see e.g. [14]) we have $\mathbb{K}(f, g) = \mathbb{K}(\tau(t))$ for a polynomial $\tau(t) \in \mathbb{K}[t]$ with 1 as the leading coefficient. The fact that $\mathbb{K}[\tau(t)]$ is a principal ideal domain implies that $\mathbb{K}(\tau(t)) \cap \mathbb{K}[t] = \mathbb{K}[\tau(t)]$.

Let us write $f(t) = \tilde{f}(\tau(t))$ and $g(t) = \tilde{g}(\tau(t))$, where $\tilde{f}, \tilde{g} \in \mathbb{K}[t]$, and let $\ell = \deg(\tau(t))$. Notice that $\mathbb{K}(\tilde{f}(t), \tilde{g}(t)) = \mathbb{K}(t)$ and hence

$$\text{sr}_1(\tilde{f}(t) - x, \tilde{g}(t) - y) \neq 0.$$

On the other hand, by using Theorem 2.4 we deduce that

$$\text{Sr}_{r-1}(x, y) = \varepsilon a^t,$$

and hence

$$\text{Sr}_r(x, y) = 0, \quad 1 \leq i \leq \ell - 2,$$
where \( \varepsilon = \pm 1 \) and \( \sigma = \sigma_0(f(t) - x, \tilde{g}(t) - y) \). Since \( \sigma \neq 0 \) we have \( r = \ell \). Using Theorem 2.4 once again we get

\[
\Sigma_r(x, y) = a(x, y)^{r-1}(a(x, y)\tau(t) + b(x, y)),
\]
where \( a(x, y)t + b(x, y) = \Sigma_1(f(t) - x, \tilde{g}(t) - y) \).

\[ \boxdot \]

3.1. The Abhyankar-Moh theorem. Let \( K \) be a commutative field of characteristic zero and let \( \overline{K} \) be its algebraic closure. The famous Abhyankar-Moh theorem [2] states that any algebraic embedding \( (f(t), g(t)) \) of \( K \) in \( \overline{K} \) is rectifiable. We show in the following theorem that an automorphism which rectifies \( (f, g) \) can be computed by using subresultants.

**Theorem 3.4.** Let \( K \) be a field of characteristic zero and let \( (f(t), g(t)) \) be such that \( K[f, g] = K[t] \). Then \( F = (\sigma_0(x, y), -\sigma_1^{-1}\sigma_{1,0}(x, y)) \) is an automorphism of \( K[x, y] \) which satisfies \( F(f(t), g(t)) = (0, t) \).

**Proof.** By the Abhyankar-Moh theorem there exists a \( K \)-automorphism \( G = (p, q) \) of \( K[x, y] \) such that \( G(f(t), g(t)) = (0, t) \). Since \( K \)-automorphisms of \( K[x, y] \) are tame, we may assume, without loss of generality, that \( \deg(q) < \deg(p) \).

The fact that \( p \) and \( \sigma_0 \) are irreducible and satisfy \( p(f, g) = \sigma_0(f, g) = 0 \) implies that \( p = \sigma_0 \), with \( \alpha \in K^* \). On the other hand, we have \( q(f, g) - \sigma_1^{-1}\sigma_{1,0}(f, g) = 0 \) and so \( q(x, y) - \sigma_1^{-1}\sigma_{1,0}(x, y) \) is a multiple of \( \sigma_0(x, y) \). Since \( \deg(q) < \deg(p) \) and by Lemma 3.1 we have \( \deg_y(\sigma_{1,0}) < \deg_y(\sigma_0) \), we deduce that

\[
\deg_y(q(x, y) - \sigma_1^{-1}\sigma_{1,0}(x, y)) < \deg_y(\sigma_0)
\]

and so \( q(x, y) - \sigma_1^{-1}\sigma_{1,0}(x, y) = 0 \).

\[ \boxdot \]
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