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Abstract. A parametric version of the Borwein-Preiss smooth variational principle is presented, which states that under suitable assumptions on a given convex function depending on a parameter, the minimum point of a smooth convex perturbation of it depends continuously on the parameter. Some applications are given: existence of a Nash equilibrium and a solution of a variational inequality for a system of partially convex functions, perturbed by arbitrarily small smooth convex perturbations when one of the functions has a non-compact domain; a parametric version of the Kuhn-Tucker theorem which contains a parametric smooth variational principle with constraints; existence of a continuous selection of a subdifferential mapping depending on a parameter.

The tool for proving this parametric smooth variational principle is a useful lemma about continuous ε-minimizers of quasi-convex functions depending on a parameter, which has independent interest since it allows direct proofs of Ky Fan’s minimax inequality, minimax equalities for quasi-convex functions, Sion’s minimax theorem, etc.

1. Introduction

The variational principles in Banach spaces, i.e. Ekeland’s variational principle [12], [13] and its smooth generalizations: Borwein-Preiss’ [9] and Deville-Godefroy-Zizler’s variational principles [9], [10], [11], are now one of the main tools in nonlinear and non-smooth analysis. Various applications of the Borwein-Preiss smooth variational principle are presented, for instance, in [4], [5], [6], [17].

We present a parametric version of the Borwein-Preiss variational principle, which states that under some conditions we can perturb a convex function depending on a parameter with a smooth convex perturbation in such a way that the minimum point depends continuously on the parameter (Theorem 3.1). Something more, we extend this assertion to the case when the parameterized domains of the convex functions are images of a continuous convex-valued multivalued mapping (Theorem 4.2 (B)).

We show some applications of this result. The first one concerns the existence of a Nash equilibrium for partially convex functions of n variables after arbitrarily small smooth convex perturbations, when the domain of one of the variables is not
compact (Theorem\footnote{4.1} (i)). When $n = 2$, this is a “perturbed” version of Sion’s minimax theorem\footnote{15}, showing that the perturbed function has a saddle point. When these functions are equal and Fréchet differentiable, we prove existence of solutions of a related variational inequality defined by arbitrarily small monotone perturbations of their derivatives (Theorem\footnote{4.1} (ii)).

The main application is a parametric version of the Kuhn-Tucker theorem (Theorem\footnote{1.2} (A)), a particular case of which is a parametric smooth variational principle with constraints (Theorem\footnote{1.2} (B)). As a corollary we obtain the existence of a continuous selection of a subdifferential mapping depending on a parameter (Corollary\footnote{4.4} (ii), (a)) and, as a particular case, existence of a continuous selection of a multivalued mapping. This lemma turns out to be a powerful instrument of variational analysis, when the $\varepsilon$-approximate continuous selection (Lemma\footnote{2.1}) which allows us to find an $\varepsilon$-approximate continuous selection from the $\varepsilon$-level sets of a quasi-convex function depending on a parameter, when the $\varepsilon$-level sets are taken with respect to the images of a lower semi-continuous mapping. This lemma turns out to be a powerful instrument of variational analysis, since it gives simple proofs of: Ky Fan’s minimax inequality, extension to quasi-convex functions of minimax equalities (see \cite{2}, Theorems 6.3.2 and 6.3.4), Sion’s minimax theorem, etc.

2. Continuous $\varepsilon$-minimizers

Let $(E, \|\|)$ be a Banach space, $B$ the open unit ball in $E$ and $Y$ a convex subset of $E$.

Recall that a function $g : Y \to \mathbb{R}$ is quasi-convex if its sublevel sets $L(g, \alpha) := \{x \in Y : g(x) \leq \alpha\}$ are convex for every $\alpha \in \mathbb{R}$. Equivalently, $g$ is quasi-convex if $g(\lambda x + (1 - \lambda) y) \leq \max\{g(x), g(y)\}$ for every $x, y \in Y, \lambda \in [0, 1]$. Recall that a multi-valued mapping $F : T \to E$, where $T$ is a topological space, is lower semi-continuous at $x_0$, if for every open $V$ with $V \cap F(x_0) \neq \emptyset$ there exists an open $U \ni x_0$ such that $F(x) \cap V \neq \emptyset$ for every $x \in U$. Denote by $\mathbb{R}_+$ the set of all positive numbers and by $2^Y$ the set of all non-empty subsets of the set $Y$.

In the sequel we will use the following lemma, which appears to be a powerful instrument of variational analysis.

**Lemma 2.1.** Suppose that $X$ is a paracompact topological space, $E$ is a Banach space, $Y \subset E$ is a closed, convex and non-empty subset, $F : X \to 2^Y$ is a lower semi-continuous multi-valued mapping with convex non-empty images, $\varepsilon : X \to \mathbb{R}_+$ is a continuous function and the functions $f : X \times Y \to \mathbb{R}$, $g : X \to \mathbb{R}$ satisfy the conditions:

(i) the function $f(\cdot, y)$ is quasi-convex for every $x \in X$;

(ii) the function $f(x, \cdot)$ is upper semi-continuous for every $y \in Y$;

(iii) $g$ is lower semi-continuous and $g(x) \geq \inf_{y \in (F(x) + \varepsilon(x) B) \cap Y} f(x, y) > -\infty$ for every $x \in X$.

Then

(a) there exists a continuous selection $\varphi_\varepsilon : X \to Y$ of the mapping $F_\varepsilon$ (i.e. $\varphi_\varepsilon(x) \in F_\varepsilon(x)$ for every $x \in X$), where $F_\varepsilon(x) = (F(x) + \varepsilon(x) B) \cap Y$; and

\[
f(x, \varphi_\varepsilon(x)) < g(x) + \varepsilon(x) \quad \forall x \in X.
\]
(b) If $F(x)$ is open for every $x \in X$, then there exists a continuous selection $\varphi_\varepsilon$ of $F$ satisfying (1).

Proof. (a) Define:

$$S_y = \{ x \in X : y \in F_\varepsilon(x), f(x, y) < g(x) + \varepsilon(x) \}.$$ 

By lower semi-continuity of $F$ and continuity of $\varepsilon$, by (ii) and (iii) we obtain that this set is open. Obviously $\bigcup_{y \in Y} S_y = X$. Since $X$ is paracompact, there exists a locally finite refinement $\{ U_j \}_{j \in J}$ of the cover $\{ S_y \}_{y \in Y}$. Let $\{ p_j \}_{j \in J}$ be a continuous partition of unity, subordinated to this cover. For each $j \in J$ choose $y_j \in Y$ such that $\text{supp}(p_j) \subset S\gamma_j$. Defining the continuous function $\varphi_\varepsilon : X \rightarrow Y$ by

$$\varphi_\varepsilon(x) = \sum_{j \in J} p_j(x) y_j,$$

it follows that $\varphi_\varepsilon$ is a continuous selection of $F_\varepsilon$ and satisfies (1).

The assertion (b) is established in a similar way. \hfill \Box

Remark 2.2. The existence of an $\varepsilon$-approximate continuous selection of $F$, established by Lemma 2.1, provides half of the proof of Michael’s selection theorem (see, for instance, [15], Theorem 4.6).

In the sequel we demonstrate the power of Lemma 2.1 by giving straightforward proofs of some minimax theorems.

**Theorem 2.3** (Ky Fan). Suppose that $X$ is a convex, compact and non-empty subset of a topological vector space $E$ and $f : X \times X \rightarrow \mathbb{R}$ is a function with the properties:

- (a) $f(., y)$ is lower semi-continuous for every $y \in X$;
- (b) $f(x, .)$ is concave for every $x \in X$.

Then there exists $x_0 \in X$ such that

$$\sup_{y \in X} f(x_0, y) \leq \sup_{y \in X} f(y, y).$$

Proof. The essential part of the proof is to establish (2) when $E$ is finite dimensional, since it is easy to extend it using compactness (finite intersection property) to arbitrary topological vector spaces.

**Step 1.** $X$ is the convex hull of finitely many points, i.e. $X = \text{conv} \{ y_i \}_{i=1}^m$.

Apply Lemma 2.1 when $F(x) = Y$ to the function $-f$ and the constant function

$$g(z) = \sup_{x \in X} \inf_{y \in X} (-f)(x, y) \quad \forall z \in X.$$ 

So, we obtain a continuous function $\varphi_n : X \rightarrow X$ such that

$$-f(x, \varphi_n(x)) \leq g(x) + 1/n \quad \forall x \in X.$$ 

By Brouwer’s fixed point theorem there exists a fixed point $x_n = \varphi_n(x_n)$ of $\varphi_n$. Putting $x = x_n$ in (3) we obtain

$$\inf_{x \in X} \sup_{y \in X} f(x, y) \leq f(x_n, x_n) + 1/n \leq \sup_{x \in X} f(x, x) + 1/n.$$ 

Hence, using (a), we obtain the result.

**Step 2.** $X$ is an arbitrary non-empty compact convex subset of $E$. 
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Define
\[ S(y) = \{ x \in X : f(x, y) \leq \sup_{z \in X} f(z, z) \}, \]
which is a closed subset of \( X \). We have proved by Step 1 that for every finite set \( Z \subset X \),
\[ \bigcap \{ S(y) : y \in Z \} \neq \emptyset. \]
By compactness of \( X \), we obtain
\[ \bigcap \{ S(y) : y \in X \} \neq \emptyset, \]
which completes the proof. \( \square \)

The following theorem is a generalization to the quasi-concave functions of Theorem 6.3.2 in [2] for the non-compact case (in a Banach space) and a modification of Theorem 6.3.4 in [2]. Note that in Theorem 6.3.4 in [2] a compact property is imposed with respect to \( X \), but in our case with respect to \( Y \).

**Theorem 2.4.** Let \( X \) be a paracompact topological space, \( Y \) a convex subset of a Banach space \( E \) and \( f : X \times Y \to \mathbb{R} \) a function such that \( f(x, \cdot) \) is quasi-concave for every \( x \in X \) and \( f(\cdot, y) \) is lower semi-continuous for every \( y \in Y \). Then
\[ v'^\#: = \inf_{x \in X} \sup_{y \in Y} f(x, y) = \sup_{C \in \mathcal{C}(X, Y)} \inf_{x \in X} f(x, C(x)) =: a, \]
where \( \mathcal{C}(X, Y) \) is the set of all continuous mappings from \( X \) to \( Y \).

If, in addition, \( Y \) is compact, then
\[ v'^\# = \inf_{C \in \mathcal{C}(Y, X)} \sup_{y \in Y} f(C(y), y) =: b. \]

**Proof.** By Lemma 2.1 there exists a continuous mapping \( \tilde{y} : X \to Y \) such that
\[ v'^\# \leq f(x, \tilde{y}(x)) + \varepsilon \quad \forall x \in X. \]
Hence \( v'^\# \leq a \). The inverse inequality is obvious, so (4) is proven.

Now let \( Y \) be compact and let \( C \in \mathcal{C}(Y, X) \). By Schauder’s fixed point theorem there exists a point \( y_C = \tilde{y}(C(y_C)) \). Putting \( x = C(y_C) \) in (4) and having in mind that \( C \in \mathcal{C}(Y, X) \) is arbitrary, we obtain \( v'^\# \leq b \). The inverse inequality is obvious and (5) is proven. \( \square \)

We note that by a similar technique we can give another proof of [2], Theorem 6.3.8, for quasi-concave functions.

3. Parametric Borwein-Preiss variational principle

Now we present and prove the following parametric Borwein-Preiss variational principle.

**Theorem 3.1.** Suppose that \( X \) is a paracompact topological space, \( Y \) is a convex, closed and non-empty subset of a Banach space and the function \( f : X \times Y \to \mathbb{R} \) satisfies the conditions:

(i) for every \( x \in X \) the function \( f(x, \cdot) \) is convex, lower semi-continuous and: if \( Y \) is bounded, then \( \inf f(x, Y) > -\infty \); if \( Y \) is unbounded, then \( \inf f(O, Y) > -\infty \) for some open neighborhood \( O \) of \( x \);

(ii) for every \( y \in Y \) the function \( f(\cdot, y) \) is upper semi-continuous;
Then for every $p \geq 1$, $\alpha > 0$ and every continuous function $\lambda : X \rightarrow \mathbb{R}_+$, there exist a continuous mapping $v : X \rightarrow Y$, sequences of continuous mappings $y_n : X \rightarrow Y$ and sequences of continuous functions $\nu_n : X \rightarrow \mathbb{R}_+$, such that $y_n(x)$ converges uniformly on $x \in X$ to $v(x)$ and

$$
\|v(x) - y_0(x)\| < \lambda(x), \quad \forall x \in X,
$$

$$
f(x, v(x)) + \Delta(x, v(x)) \leq f(x, y) + \Delta(x, y), \quad \forall x \in X, \forall y \in Y,
$$

where

$$
\Delta(x, y) = \sum_{n=0}^{\infty} \mu_n(x)\|y - y_n(x)\|^p,
$$

$$
\mu_n(x) = \frac{\varepsilon(x) + \alpha}{\lambda(x)^p}\nu_n(x), \quad \text{for } n \geq 0, \quad \sum_{n=0}^{\infty} \nu_n(x) = 1.
$$

Proof. Put $\varepsilon_0(x) = \varepsilon(x)$, $\mu_0(x) = \frac{\varepsilon(x) + \alpha / 2}{\lambda(x)^p}$, $\nu_0(x) = \frac{\mu_0(x)\lambda(x)^p}{\varepsilon(x) + \alpha}$ and for $n \geq 1$,

put $\nu_n(x) = \frac{1 - \nu_{n-1}(x)}{2^\alpha}$, $\mu_n(x) = \frac{\varepsilon(x) + \alpha}{\lambda(x)^p}\nu_n(x)$, $\lambda_n(x) = \left(\frac{\varepsilon_n(x) + \varepsilon_{n+1}(x)}{\mu_n(x)}\right)^{1/p}$, $\varepsilon_n(x) = \beta(x)2^{-n}$, where $\beta : X \rightarrow \mathbb{R}_+$ is a continuous function such that

$$
\left(\frac{5\beta(x)}{2\alpha}\left(\frac{1}{2^{1/p-1}} + \frac{\varepsilon(x) + \beta(x)/4}{\varepsilon(x) + \alpha/2}\right)^{1/p}\right) < 1.
$$

Then $\lambda_0(x) \in (0, 1)$, $\sum_{n=0}^{\infty} \nu_n(x) = 1$, $\lambda_0(x) = \left(\frac{\varepsilon(x) + \beta(x)/4}{\varepsilon(x) + \alpha/2}\right)^{1/p}$, $\lambda(x)$, $\lambda_n(x) = \left(\frac{5\beta(x)}{\alpha}\right)^{1/p}2^{(-n-1)/p}\lambda(x)$ and

$$
\sum_{n=0}^{\infty} \lambda_n(x) < \lambda(x), \quad \forall x \in X.
$$

Applying Lemma 2.1 for $g(x) = \inf f_n(x, y)$, $n = 1, 2, \ldots$, $F(x) = Y$, we define inductively sequences of functions $f_n : X \times Y \rightarrow \mathbb{R}$ and continuous mappings $y_n : X \rightarrow Y$, satisfying for every $n \geq 0$,

$$
f_{n+1}(x, y) = f_n(x, y) + \mu_n(x)\|y - y_n(x)\|^p, \quad f_0 = f,
$$

$$
f_n(x, y_n(x)) \leq \inf f_n(x, y) + \varepsilon_n(x), \quad \forall x \in X.
$$

We need to check the condition (iii) of Lemma 2.1 in order to justify its applicability.

We will prove that $g$ is lower semi-continuous. Consider the case when $Y$ is unbounded (the case when $Y$ is bounded is similar). Let $x_0 \in X$ and $\gamma > 0$ be given. Take any $z_0 \in Y$. By upper semi-continuity of $f_n(\cdot, z_0)$ and continuity of $y_n$ at $x_0$, there exists an open neighborhood $O$ of $x_0$ such that $f_n(x, z_0) < f_n(x_0, z_0) + \gamma$ for every $x \in O$ and $y_n(O)$ is bounded. Define

$$
Y_n = \bigcup_{x \in O} L_n(x), \quad \text{where } L_n(x) = \left\{ y \in Y : f_n(x, y) < \inf_{z \in Y} f_n(x, z) + \gamma \right\}.
$$
We will prove that \( Y_n \) is bounded. Assume the contrary: there are sequences 
\( \{x_m\}_{m=1}^{\infty} \subset \mathcal{O} \) and \( \{z_m\}_{m=1}^{\infty}, z_m \in L_n(x_m) \) such that \( \|z_m\| \to \infty \). We have

\[
-\infty < f_{n-1}(x_m, z_m) + \mu_n\|z_m - y_n(x_m)\|^p \quad \text{(by (i))}
\]

\[
< \inf_{z \in Y} f_n(x_m, z) + \gamma
\]

\[
< f_n(x_m, z_0) + \gamma
\]

\[
< f_n(x_0, z_0) + 2\gamma.
\]

This leads to a contradiction when \( m \to \infty \). The boundedness of \( Y_n \) guarantees that the functions \( \{\|y - .\|^p : y \in Y_n\} \) are equi-Lipschitz, and by (iii), there exists an open neighborhood \( \mathcal{O}_1 \subset \mathcal{O} \) of \( x_0 \) such that

\[
f_n(x_0, y) - f_n(x, y) < \gamma \quad \forall y \in Y_n, \forall x \in \mathcal{O}_1.
\]

For any \( x \in \mathcal{O}_1 \) take \( y_x \in L_n(x) \). Then we have

\[
g(x_0) - g(x) = \inf_{y \in Y} f_n(x_0, y) - \inf_{y \in Y} f_n(x, y)
\]

\[
\leq f_n(x_0, y_x) - f_n(x, y_x) + \gamma
\]

\[
\leq 2\gamma,
\]

which proves the lower semi-continuity of \( g \) and the correctness of (13), (14).

Now by (13) and (14) we obtain

\[
\mu_n(x)\|y_{n+1}(x) - y_n(x)\|^p = f_{n+1}(x, y_{n+1}(x)) - f_n(x, y_{n+1}(x))
\]

\[
= f_{n+1}(x, y_{n+1}(x)) - f_{n+1}(x, y_n(x)) + f_n(x, y_n(x)) - f_n(x, y_{n+1}(x))
\]

\[
< \varepsilon_{n+1}(x) + \varepsilon_n(x).
\]

Hence, by definition of \( \lambda_n(x) \), \( \|y_{n+1}(x) - y_n(x)\| < \lambda_n(x) \) and, therefore,

\[
\|y_{n+m}(x) - y_n(x)\| < \sum_{i=0}^{m-1} \lambda_{n+i}(x).
\]

By (12) and continuity of the functions \( \lambda_i, i = 0, 1, ..., \) it follows that \( \{y_n(x)\}_{n=0}^{\infty} \) is a Cauchy sequence, converging uniformly on a neighborhood \( \mathcal{O}_x \) of \( x \) to \( v(x) \) for every \( x \in X \), which implies that the mapping \( v : X \to Y \) is continuous. By (15) for \( m \to \infty \) and \( n = 0 \) and by (12) it follows that \( \|v(x) - y_0(x)\| < \sum_{i=0}^{\infty} \lambda_i(x) \leq \lambda(x) \), which is (3).

We will prove that for every \( x \in X \), \( v(x) \) is a minimum point for the function

\[
\tilde{f}(x,.) = f(x,.) + \sum_{n=0}^{\infty} \mu_n(x)\|y_n(x) - y_n(x)\|^p.
\]

Let \( \gamma > 0 \), \( x \in X \) be given. Since \( \tilde{f}(x,.) \) is lower semi-continuous, there exists \( \delta > 0 \) such that

\[
\tilde{f}(x, v(x)) < \tilde{f}(x, y) + \frac{\gamma}{3}, \quad \forall y \in B(v(x), \delta).
\]

Choose \( n \) sufficiently large such that \( \varepsilon_n(x) < \gamma/3, \|y_n(x) - v(x)\| < \delta \) and

\[
\sum_{k=n+1}^{\infty} \mu_k(x)\|y_n(x) - y_k(x)\|^p < \frac{\gamma}{3}
\]
for every $x \in X$. For every $y \in Y$, using (10), (13) and (14), we can write:

$$
\hat{f}(x, v(x)) \leq \hat{f}(x, y_n(x)) + \frac{3}{\gamma} f_n(x, y_n(x)) + \sum_{k=n+1}^{\infty} \mu_k(x)\|y_n(x) - y_k(x)\|^p + \frac{\gamma}{3}
$$

$$
\leq f_n(x, y) + \varepsilon_n(x) + \frac{3}{\gamma} f_n(x, y) + \frac{\gamma}{3}
$$

$$
< \hat{f}(x, y) + \gamma.
$$

This proves (11) and the theorem. \qed

Remark 3.2. It is clear that if we replace in the above theorem $\Delta(x, y)$ with $\Delta(x, y) + \varepsilon_3(y - v(x))$ for any $\varepsilon > 0$, we will obtain that $v(x)$ is a strong minimum of the perturbed function, i.e. every minimizing sequence converges to $v(x)$.

Remark 3.3. If we choose $p = 1$ in the above theorem and take into account Remark 3.2, we will obtain a parametric version of Ekeland’s variational principle in a strong form, i.e. with convergence of every minimizing sequence.

4. APPLICATIONS OF THE PARAMETRIC BORWEIN-PREISS VARIATIONAL PRINCIPLE

In the next theorem we establish the existence of a Nash equilibrium for convex functions after arbitrarily small smooth convex perturbations, when the domain of one of the variables is not compact, and existence of solutions for a related variational inequality.

Theorem 4.1. Let $X_i, i = 2, \ldots, n$, be convex, compact and non-empty subsets of the Banach spaces $E_i$, and let $X_1$ be a convex, closed and non-empty subset of a Banach space $E_1$. Denote $X = X_1 \times \cdots \times X_n$, $E = E_1 \times \cdots \times E_n$, $x = (x_1, \ldots, x_n)$, $x_i = (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n)$, $X_i = X_1 \times \cdots \times X_{i-1} \times X_{i+1} \times \cdots \times X_n$, $\forall i = 1, \ldots, n$. Assume that the functions $f_i : E \to \mathbb{R}, i = 1, \ldots, n$, are convex with respect to $x_i \in X_i$, bounded below on $X$, the functions $\{f_i(x_i, \ldots) : x_i \in X_i\}$ are upper semi-continuous and equi-lower semi-continuous on $X_i$ for every $i = 2, \ldots, n$ and the functions $\{f_i(x_1, \ldots) : x_1 \in Y\}$ are upper semi-continuous and equi-lower semi-continuous on $X_1$ for every bounded subset $Y \subset X_1$. Then for every $\varepsilon > 0$ there exist points $\bar{x}_i \in X_i$ and convex functions $b_i : X_i \to \mathbb{R}, i = 1, \ldots, n$, which are Lipschitz with a Lipschitz constant less than $\varepsilon$ (except for $b_1$, which is Lipschitz on the bounded sets, with a Lipschitz constant less than $\varepsilon$ on a neighborhood of $\bar{x}_1$), which are differentiable, if the norm of $E_i$ is differentiable on $E_i \setminus \{0\}$, such that:

(i) the point $\bar{x} = (\bar{x}_1, \ldots, \bar{x}_n)$ is a Nash equilibrium for the functions $f_i(x) + b_i(x_i), i = 1, \ldots, n$; i.e.

$$
(17) \quad f_i(\bar{x}_1, \ldots, \bar{x}_i, \ldots, \bar{x}_n) + b_i(\bar{x}_i) \leq f_i(\bar{x}_1, \ldots, \bar{x}_i, \ldots, \bar{x}_n) + b_i(x_i), \quad \forall x_i \in X_i, \forall i = 1, \ldots, n,
$$

(ii) if all the functions $f_i$ are equal, $f_i = f_1 = f, i = 1, \ldots, n$, $f$ is Fréchet differentiable on $X$, and if the norms of $E_i$ are Fréchet differentiable on $E_i \setminus \{0\}$, then the $b_i$ are Fréchet differentiable and

$$
(18) \quad (f'(\bar{x}) + b'(\bar{x}), x - \bar{x}) \geq 0 \quad \forall x \in X,
$$

where $b'(\bar{x}) = (b'_1(\bar{x}_1), \ldots, b'_n(\bar{x}_n))$. 

Proof. (i) By Theorem 3.1 for every \( i = 1, \ldots, n \) there exists a continuous mapping \( y_i : X_i \to X_i \) and a continuous function \( \Delta_i : X \to \mathbb{R} \) of type (10), which is differentiable, convex and Lipschitz with respect to the variable \( x_i \) on \( X_i \) with a Lipschitz constant less than \( \varepsilon \) (except for \( \Delta_1 \)), which is Lipschitz with respect to \( x_1 \) on the bounded subsets of \( X_1 \) and has a Lipschitz constant less than \( \varepsilon \) on a neighborhood of \( \bar{x}_1 \), such that

\[
(f_i + \Delta_i)(x_1, \ldots, y_i(x_i), \ldots, x_n) \\
\leq (f_i + \Delta_i)(x_1, \ldots, x_n), \quad \forall x_i \in X_i, \forall i = 1, \ldots, n.
\]

The composition mapping

\[
X_2 \times \cdots \times X_n \ni x_1 \mapsto (y_2(\varphi_2(x_1)), \ldots, y_n(\varphi_n(x_1))) \in X_2 \times \cdots \times X_n,
\]

where \( \varphi_i(x_i) = (x_1(x_i), x_2, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n), \ i = 2, \ldots, n, \) is a continuous mapping from the compact convex set \( X_2 \times \cdots \times X_n \) to itself and by Schauder's fixed point theorem it has a fixed point \( \bar{x}_1 = (\bar{x}_2, \ldots, \bar{x}_n) \). If we put \( \bar{x}_1 = y_1(\bar{x}_1) \) and \( b_i(x_i) := \Delta_i(x_1, \ldots, x_i, \ldots, x_n) \), then \( \bar{x}_i = y_i(\bar{x}_i) \) for every \( i = 2, \ldots, n, \) and from (19) we obtain (17).

(ii) By (17) we obtain

\[
\langle f'_i(x) + b'(\bar{x}_i), x_i - \bar{x}_i \rangle \geq 0 \quad \forall x_i \in X_i,
\]

and after summing in (20) for \( i = 1, \ldots, n, \) we obtain (18). \( \Box \)

We note that by the same technique for \( n = 2 \), applying Lemma 2.1 instead of Theorem 3.1 we can prove Sion's minimax theorem 18 (this is an interesting exercise, left to the reader).

In the next theorem we establish continuous dependence of Lagrange multipliers of a constraint minimization problem depending on a parameter.

Suppose that a hypothesis (H) consisting of the following conditions is satisfied:

- \((H_0)\) \( P \) is a paracompact topological space,
- \((H_1)\) \( E \) is a Banach space, \( C \subset E \) is a closed, convex and non-empty set, \( \varepsilon_0 > 0 \) is given, \( C_0 = C + \varepsilon_0 B \),
- \((H_2)\) the functions \( f, g_i : P \times C_0 \to \mathbb{R}, i = 1, \ldots, n \), are convex and continuous with respect to the second variable,
- \((H_3)\) the families of functions \( \{f(\cdot, x) : x \in C_0\}, \{g_i(\cdot, x) : x \in C_0\}, i = 1, \ldots, n, \) are equi-continuous,
- \((H_4)\) the multivalued mapping \( C : P \to 2^C \) has closed convex and non-empty values and is lower semi-continuous and Hausdorff upper semi-continuous,
- \((H_5)\) the set \( X(p) = \{x \in C(p) : g_i(p, x) \leq 0, i = 1, \ldots, n\} \) is non-empty for every \( p \in P \).

Consider the following parameterized minimization problem \( P \):

- minimize \( f(p, x) \) with respect to \( x \) for every \( p \in P \),
- under constraints: \( x \in X(p) \).

Denote \( g(p, x) = (g_1(p, x), \ldots, g_n(p, x)) \) and \( d(y) = \inf_{y \in Y} \|x - y\| \), the distance from a point \( x \) to a set \( Y \).

**Theorem 4.2** (Parametric Kuhn-Tucker theorem). Assume that the hypothesis (H) is satisfied and the norm of the Banach space \( E \) is Fréchet differentiable on \( E \setminus \{0\} \). Assume that the continuous functions \( \varepsilon, \lambda : X \to \mathbb{R}_+, \gamma : X \to \mathbb{R} \) and the
numbers $\alpha > 0, q \geq 1$ are given,

\begin{equation}
0 \leq \gamma(p) < \frac{\lambda(p)}{2q^{q-1}},
\end{equation}

the functions $f(p, \cdot), g_i(p, \cdot), i = 1, \ldots, n$, are bounded on $u(p) + 3\lambda(p)B$ for every $p \in P$, $u : P \to C$ is a continuous mapping satisfying

\begin{equation}
(22) \quad u(p) \in X_\gamma(p) \quad \text{and} \quad f(p, u(p)) < \inf_{x \in X_\gamma(p)} f(p, x) + \varepsilon(p) \quad \forall p \in P,
\end{equation}

where $X_\gamma(p) = \{x \in C(p) + \gamma(p)B : g_i(p, x) \leq 0, i = 1, \ldots, n\}$. Then there exist a continuous selection $v$ of $C$ (solution mapping), continuous mappings $\mu : P \to \mathbb{R}_+$, $r : P \to \mathbb{R}_+^n$ (Lagrange multipliers mappings) and a continuous function $K : P \to \mathbb{R}_+$ such that:

(A) for every $p \in P$ the following conditions are satisfied:

\begin{enumerate}
  \item $\|\mu(p), r(p)\| = 1, \mu(p) \geq 0, r_i(p) \geq 0, i = 1, \ldots, n$,
  \item $r_i(p)g_i(p, u(p)) = 0$ for every $i = 1, \ldots, n$,
  \item $\|v(p) - u(p)\| < \lambda(p)$,
  \item the function $\mu(p)f(p, x) + (r(p), g(p, x)) + \Delta(p, x)$ attains its minimum over $C(p)$ at $v(p)$,
\end{enumerate}

\begin{enumerate}(v)
  \item $-\Delta_p^\mu(p, v(p)) \in \partial_x L(p, v(p), \mu(p), r(p), K(p))$,
\end{enumerate}

where $\partial_x L(p, v, \mu, r, K)$ is the subdifferential of $L$ with respect to the second variable, $L$ is the Lagrange function given by

$$L(p, x, \mu, r, K) = \mu f(p, x) + (r, g(p, x)) + K \text{dist}_C(p)(x),$$

$\Delta(p, \cdot)$ is a convex, Fréchet differentiable function, $\Delta(\cdot, x)$ is continuous:

\begin{equation}
\Delta(p, x) = \sum_{i=0}^\infty \mu_i(p)\|x_i(p) - x\|^q,
\end{equation}

\begin{equation}
\mu_i(p) = \frac{\varepsilon(p) + \alpha + K(p)\gamma(p)}{\lambda(p)} \nu_i(p), \quad \text{for} \quad i \geq 0, \quad \sum_{i=0}^\infty \nu_i(p) = 1,
\end{equation}

$\nu_i, x_i : P \to C_0$ are continuous mappings, and $x_i(p)$ converges uniformly on $p \in P$ to $v(p)$.

(B) If $\mu(p) \neq 0$ for $p \in P_0 \subset P$, then $v(p)$ is a solution of the following minimization problem for every $p \in P_0$:

$$\text{minimize} \quad f(p, x) + \sum_{i=0}^\infty \mu_i(p)\|x_i(p) - x\|^q \quad \text{with respect to} \quad x$$

under constraints $x \in X(p)$.

Remark 4.3. The assertion (B) in the above theorem presents a parametric Borwein-Preiss variational principle with constraints. A sufficient condition for $\mu(p) \neq 0, p \in P_0$ is the following Slater condition (see, for instance, [8], Proposition 6.3.1):

\begin{equation}
(25) \quad \forall p \in P_0, \exists z(p) \in C(p) : g_i(p, z(p)) < 0, \quad \forall i = 1, \ldots, n.
\end{equation}

The assumption for existence of a continuous mapping $u : P \to C$ satisfying (22) is fulfilled under some conditions (see Lemma 4.4). Also, the existence of a continuous $\lambda$ satisfying the conditions of Theorem 4.2 is guaranteed if $P$ is a metric space (see the proof of Corollary 4.4, (ii)).
Proof of Theorem 4.2 (A) Put

$$L_0(p) = \sup |f(p, u(p) + 3\lambda(p)B)|$$

and

$$L_i(p) = \sup |g_i(p, u(p) + 3\lambda(p)B)|.$$  

By a basic lemma of convex analysis (see for instance [14], Lemma 5.23, page 742), the functions $f(p,.)$ and $g_i(p,.)$, $i = 1, ..., n$, are Lipschitz on $u(p) + 2\lambda(p)B$ with Lipschitz constants $L_f(p) = 2L_0(p)/\lambda(p)$ and $L_{g_i}(p) = 2L_i(p)/\lambda(p)$, $i = 1, ..., n$, respectively. Put

$$(26) \tilde{L}(p) = L_f(p) + \sum_{i=1}^{n} L_{g_i}(p), \quad Q(p) = q5^{q-1}/\lambda(p),$$

and

$$(27) L(p) = \frac{\tilde{L}(p) + (\varepsilon(p) + \alpha)Q}{1 - 2\gamma(p)Q(p)}, \quad K(p) = 2L(p).$$

By equi-continuity assumptions on $\{f(., x) : x \in C_0\}$ and $\{g_i(., x) : x \in C_0\}$, $i = 1, ..., n$, and continuity with respect to the second argument, it is straightforward to prove that the functions $L_i$, $i = 0, ..., n$, are continuous; therefore $K$ is continuous too.

Further we use an idea from the proof of [8], Theorem 6.1.1. Put

$$T = \{t = (\mu, r) \in \mathbb{R}^{1+n} : \mu \geq 0, r \geq 0, ||(\mu, r)|| = 1\}$$

and

$$(28) F(p, y) = \max_{t \in T} \left\{ \mu(f(p, y) - f(p, u(p)) + \varepsilon(p)) + \langle r, g(p, y) \rangle \right\} + K(p)\text{dist}_{C(p)}(y).$$

Because of $g_i(p, u(p)) \leq 0$, we have $F(p, u(p)) \leq \varepsilon(p) + K(p)\text{dist}_{C(p)}(u(p)) < \varepsilon(p) + K(p)\gamma(p)$. Also, $F(p, x) > 0$ for $x \in C_0$. Indeed, if $F(p, y) \leq 0$ for some $y \in C_0$, then $g_i(p, y) \leq 0$ for every $i = 1, ..., n$, $y \in C(p)$ and $f(p, y) \leq f(p, u(p)) - \varepsilon(p) < \inf f(p, X(p))$, a contradiction. So we have

$$F(p, u(p)) \leq \inf F(p, C_0) + \varepsilon(p) + K(p)\gamma(p) \quad \forall p \in P.$$  

We will show that $F$ satisfies the condition of Theorem 3.3. Firstly we will establish that the functions $\{F(., y) : y \in Y_0\}$ are equi-lower semi-continuous for any bounded subset $Y_0$ of $C_0$.

It is straightforward to check that the functions $\{\text{dist}_{C(.)}(y) : y \in C_0\}$ are equi-continuous. Let $\delta > 0$ be given. By (d), by equi-continuity of the family $\{\text{dist}_{C(.)}(y) : y \in C_0\}$, continuity of $u$, $K$ and $L_f(., u(p_0))$, there exists an open set $O \ni p_0$ such that for any $p \in O$ and any $y \in Y_0$ (using the boundedness of $Y_0$) we
obtain:

$$F(p_0, y) - F(p, y) \leq \max_{t \in T} \left\{ \mu \left( f(p_0, y) - f(p_0, u(p_0)) - f(p, y) + f(p, u(p)) \right) + (r, g(p_0, y) - g(p, y)) \right\} + (K(p_0) - K(p)) \text{dist}_{C(p_0)}(y)$$

$$+ K(p) \left( \text{dist}_{C(p_0)}(y) - \text{dist}_{C(p)}(y) \right)$$

$$\leq \delta + f(p, u(p)) - f(p, u(p_0)) + f(p, u(p_0)) - f(p_0, u(p_0))$$

$$+ n\delta + 2\delta$$

$$\leq \delta + L_f(p, u(p_0)) \|u(p) - u(p_0)\| + \delta$$

$$+ n\delta + 2\delta$$

$$\leq (n + 5)\delta.$$  

This shows that the functions $\{F(., x) : x \in Y_0\}$ are equi-lower semi-continuous. Analogically we prove that the functions $\{F(., x), x \in Y_0\}$ are equi-upper semi-continuous. Obviously $F(., .)$ is convex.

Now we apply the parametric Borwein-Preiss variational principle (Theorem 3.1) and obtain: there exist continuous mappings $v, x_i : P \to C_0$ and continuous functions $\nu_i : X \to \mathbb{R}_+$ such that $x_i(p)$ converges uniformly on $p \in P$ to $v(p)$ ($i = 0, 1, ..., x_0 = u$), and

$$\|v(p) - u(p)\| < \lambda(p), \quad \forall p \in P,$$

$$F(p, v(p)) + \Delta(p, v(p)) \leq F(p, y) + \Delta(p, y), \quad \forall p \in P, \forall y \in C_0,$$

where

$$\Delta(p, y) = \sum_{i=0}^{\infty} \mu_i(p) \|y - x_i(p)\|^q,$$

$$\frac{\epsilon(p) + K(p)\gamma(p) + \alpha}{\lambda(p)^q} \nu_i(p), \quad \text{for} \quad i \geq 0, \quad \sum_{i=0}^{\infty} \nu_i(p) = 1.$$  

Equation (29) is (iii).

We will prove that $v(p) \in C(p)$ for every $p \in P$.

Assume the contrary: $v(p) \notin C(p)$ for some $p \in P$. Because of (29), $\lambda(p) + \gamma(p) > \|v(p) - u(p)\| + \text{dist}_{C(y)}(u(p)) \geq \text{dist}_{C(p)}(v(p))$, so $\lambda(p) + \gamma(p) - \text{dist}_{C(p)}(v(p)) > 0$. Take $\epsilon(p) \in (0, \lambda(p) + \gamma(p) - \text{dist}_{C(p)}(v(p))$ and $y(p) \in C(p)$ such that $\epsilon(p) < \text{dist}_{C(p)}(v(p))$ and $\|v(p) - y(p)\| < \text{dist}_{C(p)}(v(p)) + \epsilon(p)$. Then $\|v(p) - y(p)\| < \lambda(p) + \gamma(p)$ and by (29), $\|u(p) - y(p)\| < 2\lambda(p) + \gamma(p)$. Put

$$\varphi(p, y) = F(p, y) - K(p)\text{dist}_{C(p)}(y) + \Delta(p, y).$$

Note that $L(p)$ (given in (29)) is a Lipschitz constant of $\varphi(., .)$ in $O(p) := u(p) + (2\lambda(p) + \gamma(p))B$. Indeed, the norm of the derivative $\Delta'(p, y)$ is bounded by $(\epsilon(p) + \alpha + K(p)\gamma(p))Q(p)$ on $O(p)$, so $(\epsilon(p) + \alpha + K(p)\gamma(p))Q(p)$ is a Lipschitz constant of $\Delta(., .)$ on $O(p)$. A Lipschitz constant of $F(p, .) - K(p)\text{dist}_{C(p)}(y)$ on $O(p)$ is $\tilde{L}(p)$, so $\tilde{L}(p) + (\epsilon(p) + \alpha + K(p)\gamma(p))Q(p) = L(p)$ is a Lipschitz constant of $\varphi(., .)$ on $O(p)$, therefore, $L(p)$ is a Lipschitz constant of $\varphi(., .)$ in a neighborhood, say $U$, of $y(p)$. Put $x_\nu(p) = \nu v(p) + (1 - \nu)y(p)$ and take sufficiently small $\nu > 0$.
such that \(x_\nu(p) \in U\). From (30) for \(x = y(p)\) we obtain:

\[
\varphi(p, x_\nu(p)) \leq \nu \varphi(p, v(p)) + (1 - \nu) \varphi(p, y(p)) \\
\leq \varphi(p, y(p)) - \nu K(p) \text{dist}_{C(p)}(v(p)).
\]

Hence

\[
\nu K(p) \text{dist}_{C(p)}(v(p)) \leq \varphi(p, y(p)) - \varphi(p, x_\nu(p)) \\
\leq L(p\|y(p) - x_\nu(p)\| \\
= \nu L(p\|v(p) - y(p)\| \\
\leq \nu L(p\left(\text{dist}_{C(p)}(v(p)) + \varepsilon(p)\right)),
\]

and remembering that \(K(p) = 2L(p)\), we obtain \(\text{dist}_{C(p)}(v(p)) < \varepsilon(p)\), a contradiction.

So we proved that \(v(p) \in C(p)\) for every \(p \in P\). This means in particular that \(v(p)\) is an interior point of \(C_0\) (remember that \(C_0 = C + \varepsilon_0 B\)). Since \(F(p, v(p)) > 0\) and the Euclidean norm is strictly convex, there exists a unique vector \(t(p) = (\mu(p), r(p))\) at which the maximum in (28) is attained for \(y = v(p)\). Since \(\|t(p)\| = 1\), (i) is proved. Note that \(r_i(p) = 0\) if \(g_i(p, v(p)) < 0\), which gives (ii). Obviously the mapping \(p \mapsto t(p)\) is continuous. Now from (30) we obtain (iv) and by Fermat’s rule, using the differentiability of the norm, we obtain (v).

(B) The assertion follows from (i), (ii), (iv) and the non-parametric Kuhn-Tucker theorem (see for instance [1], section 1.3.3).

We will present corollaries when the inequality constraints in the minimization problem \(P\) are missing.

**Corollary 4.4.** (i) Assume that the assumptions of Theorem 4.2 are satisfied, as the functions \(g_i\) are missing. Then the mapping \(p \mapsto \partial f(p, v(p)) + N_{C(p)}(v(p))\) has a continuous selection, where \(N_Y(y)\) means the normal cone to the convex set \(Y\) at the point \(y \in Y\) and \(\partial f(p, x)\) is the subdifferential of \(f(p, .)\) at \(x\).

(ii) Let \(M\) be a metric space, let \(E\) be a Banach space with Fréchet differentiable norm on \(E \setminus \{0\}\), let \(\varphi : M \times E \to \mathbb{R}\) be a convex continuous function with respect to the second variable and let the functions \(\{f(., x) : x \in Y\}\) be equi-continuous for every bounded \(Y \subset E\). Then for every \(\delta > 0\) and every continuous mapping \(u : M \to E\) there exist continuous mappings \(v : M \to E\) and \(s : M \to E^*\) such that

(a) \(s(p) \in \partial f(p, v(p)), \quad \forall p \in M\),

(b) \(\|u(p) - v(p)\| < \delta, \quad \forall p \in M\).

In particular,

(c) for every convex continuous function \(f : E \to \mathbb{R}\) and for every \(\delta > 0\), there exists a continuous selection of the mapping \(E \ni p \mapsto \partial f(p + \delta B)\).

**Proof.** (i) The assertion follows from (v) of Theorem 4.2 having in mind that \(\partial \text{dist}_{C(p)}(x) = \overline{B(p)} \cap N_{C(p)}(x)\) (see, for instance, [1], page 57, Exercise 12 (d) (iii)).

(ii) For any \(p \in M\) define \(\alpha_0(p) = \sup\{\alpha > 0 : f(p, x) < f(p, u(p)) + 4, \quad \forall x \in B(u(p), \alpha)\}\), \(\alpha(p) = \alpha_0(p)\) if \(\alpha_0(p) < +\infty\) and \(\alpha(p) = 1\) otherwise. By continuity of \(f(p, .)\) we have \(\alpha(p) > 0\). Take any \(p_0 \in M\). By continuity of \(f(p, .), u(.)\) and equi-continuity of \(\{f(., x) : x \in Y\}\) for any bounded \(Y\), there exists \(\delta(p_0) > 0\) and \(\alpha_1(p_0) \in (0, 1)\) such that \(f(p, x) < f(p_0, x) + 1 < f(p_0, u(p_0)) + 2 < f(p_0, u(p)) + 3 < f(p, u(p)) + 4\) and \(\|u(p) - u(p_0)\| < \alpha_1(p_0)/2\) for every \(p \in B(p_0, \delta(p_0))\) and
Let \( x \in B(u(p_0), \alpha_1(p_0)) \). Then the inclusion \( B(u(p), \alpha_1(p_0)/2) \subset B(u(p_0), \alpha_1(p_0)) \) for \( p \in B(p_0, \delta(p_0)) \) implies \( \alpha(p) \geq \alpha_1(p_0)/2 \). Therefore the lower semi-continuous envelope of \( \alpha, \beta(p_0) = \sup_{\varepsilon > 0} \inf_{p \in B(p_0, \varepsilon)} \alpha(p) \) is positive, i.e. \( \beta(p_0) > 0 \) for every \( p_0 \in M \). Applying a theorem of Dowker (see [15], Corollary 4.21, page 97) we obtain a continuous function \( \tilde{\lambda} : M \to E \) such that \( 0 < \tilde{\lambda}(p) < \beta(p)/3 \leq \alpha(p)/3 \) for every \( p \in M \).

Now we apply Theorem 4.2 with \( \gamma = 0 \), \( \lambda(p) = \min\{\tilde{\lambda}(p), \delta\} \), \( C(p) = x(p) + 2\lambda(p)B \) and \( \varepsilon(p) = 4L_f(p)\lambda(p) \), where \( L_f(p) = \sup \left\{ f(p, u(p) + 3\lambda(p)B)/\lambda(p) \right\} \). Note that \( L_f \) is a Lipschitz constant of \( f(p, .) \) on \( C(p) \) (it follows from a basic lemma of convex analysis, see for instance [15], Lemma 5.23, page 742), so (22) is satisfied. By (iii) of Theorem 4.2 we obtain (b) and that \( v(p) \) is an interior point of \( C(p) \), so putting \( s(p) = -\Delta'(p, v(p)) \), from (v) of Theorem 4.2 we obtain (a). The assertion (c) follows from (a) and (b) if we take \( M = E, u(p) = p \) and \( f(p, x) = f(x) \). \( \square \)

Note that part (ii) (c) of the above corollary in finite-dimensional spaces is a better result than those obtained by applying Cellina’s approximate selection theorem [7], Theorem 8.2.5, to the subdifferential of \( f \). Cellina’s theorem gives a continuous mapping \( c : M \to E \) such that \( c(y) \in \partial f(y + \delta B) + \delta B \).

Further we need the following lemma (see [14], Lemma 4.1) which shows the upper semi-continuity of the level-set mapping of a convex function.

**Lemma 4.5.** Let \( X \subset E \) be a non-empty convex bounded subset, \( f : E \to \mathbb{R} \) a convex function, \( c \in \mathbb{R} \), \( L(f, c) := \{ x \in X : f(x) \leq c \} \), and let there exist \( z \in X \) such that \( f(z) < c \). Then for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that \( \text{dist}_{L(f, c)}(x) < \varepsilon \) whenever \( x \in X \) and \( f(x) < c + \delta \).

By the next lemma we show that the assumption for existence of a continuous mapping \( u \) satisfying (22) is fulfilled under some rather general conditions.

**Lemma 4.6.** Assume that the hypothesis (H) is satisfied, \( C \) in addition is Hausdorff continuous with bounded images, the Slater condition (25) is satisfied and for every \( p \in P \) the function \( f(p, .) \) is bounded on the bounded subsets. Then there exists a continuous mapping \( u : P \to C_0 \) satisfying condition (22).

**Proof.** Claim: The multi-valued mapping \( L : P \to 2^E \), \( L(p) = \{ x \in C_0 : g_i(p, x) \leq 0, \forall i = 1, \ldots, n \} \) is upper semi-continuous.

Let \( p_0 \in P \) and \( \varepsilon > 0 \) be given. By Lemma 4.5, there exists \( \delta > 0 \) such that

\[
L(g_i(p_0, .), \delta) \subset L(g_i(p_0, .), 0) + \varepsilon B, \quad \forall i = 1, \ldots, n.
\]

By equi-lower semi-continuity, there exists an open set \( O \ni p_0 \) such that

\[
g_i(p_0, x) < g_i(p, x) + \delta \quad \forall x \in C_0, p \in O, i = 1, \ldots, n.
\]

Take \( p \in O \) and \( x \in L(p, .) \). Then (32) and (33) imply \( x \in L(g_i(p_0, .), \delta) \subset L(g_i(p_0, .), 0) + \varepsilon B \), which proves the Claim.

Note that \( X^\circ(p) = L(p) \cap (C(p) + \gamma(p)B) \) and, due to the Slater condition (25), \( \text{int} X^\circ(p) \neq \emptyset \) and \( L \) is lower semi-continuous (therefore Hausdorff lower semi-continuous). Now Proposition 2.80 of [15], page 66, implies that \( X^\circ \) is Hausdorff continuous; therefore the multi-valued mapping \( X^\circ \) with images \( X^\circ(p) := L^\circ(p) \cap (C(p) + \gamma(p)B) \) is Hausdorff continuous too, where \( L^\circ(p) = \{ x \in C_0 : g_i(p, x) < 0, i = 1, \ldots, n \} \).
We will prove that the function \( \varphi(p) = \inf_{x \in X^*_c(p)} f(p, x) \) is lower semi-continuous. Take \( p_0 \in P, \varepsilon > 0 \), an open set \( U \ni p_0 \) such that \( C(p) \subset C(p_0) + \varepsilon B, \)
\( X^*_c(p) \subset X^*_c(p_0) + \varepsilon B \) and \( f(p_0, x) - f(p, x) < \varepsilon, \forall x \in C(U), \forall p \in U \). Let \( K \) be a Lipschitz constant of \( f(p_0, \cdot) \) on \( C(p_0) + \varepsilon B \) (such a \( K \) exists by boundedness of \( f(p_0, \cdot) \) on the bounded subsets and by a basic lemma of convex analysis, see for instance [15], Lemma 5.23, page 742). For any \( p \in U \), take \( x \in X^*_c(p) \) and \( y \in X^*_c(p_0) \) such that \( f(p, x) < \varphi(p) + \varepsilon \) and \( \|x - y\| < \varepsilon \). Then
\[
\begin{align*}
\varphi(p_0) - \varphi(p) &< f(p_0, y) - f(p, x) + \varepsilon \\
&< f(p_0, y) - f(p_0, x) + 2\varepsilon \\
&< K\|x - y\| + 2\varepsilon \\
&< \varepsilon K + 2\varepsilon,
\end{align*}
\]
which proves the lower semi-continuity of the function \( \varphi \).

Now we apply Lemma 2.1 (b) with \( F = X^*_c, g = \varphi \) and finish the proof. \( \Box \)
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