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Abstract. We give a new characterization of a family of homogeneous Besov spaces by means of atomic decompositions involving poorly localized building blocks. Our main tool is an algorithm for expanding a wavelet into a series of dilated and translated Poisson kernels.

1. Introduction

One of the most striking properties of wavelet bases is that functions whose wavelet expansion is sparse (or lacunary) usually have remarkable geometric features. For example, quasi-every sum (in the sense of Baire categories) of a sparse wavelet series is multifractal. This means that the sets where it has a given pointwise Hölder exponent form an infinite collection of fractal sets with different Hausdorff dimension. A crucial fact for the applications is that, in some sense, the converse is also true: many functions arising in signal analysis or in turbulence turn out to have a sparse wavelet expansion, essentially because of their nice geometrical features (see [8], [9]).

A sparse wavelet expansion in \( \mathbb{R}^n \) is a series of the form

\[
    f(x) = \sum_{\psi \in F} \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^n} \alpha(j,k) \psi(2^j x - k), \quad x \in \mathbb{R}^n,
\]

where

\[
    \alpha(j,k) = 2^{nj} \int f(x) \bar{\psi}(2^j x - k) \, dx,
\]

\( F \) is a finite set of orthogonal wavelets and only a few coefficients \( |\alpha(j,k)| \) are larger than fixed small thresholds.

In this paper we mostly deal with infinitely sparse wavelet series which are defined by the condition that the nonincreasing rearrangement \( (c_n^*) \) of the sequence \( |\alpha(j,k)| \) is rapidly decreasing as \( n \to \infty \). This condition can also be expressed by the fact that the wavelet coefficients belong to all \( \ell^p(\mathbb{Z} \times \mathbb{Z}^n) \) spaces:

\[
    \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^n} |\alpha(j,k)|^p < \infty \quad \text{for all } p > 0.
\]
We also know (see [12, 7]) that (1.1)-(1.3) is equivalent to \( f \in \bigcap_{p>0} \dot{B}_p^{n/p,p}(\mathbb{R}^n), \)
where \( \dot{B}_p^{s,q}(\mathbb{R}^n) \) (\( s \in \mathbb{R}, \ p \geq 0 \) and \( q \geq 0 \)) denotes the homogeneous Besov space (here and below, we assume that the wavelets belong to the Schwartz class).

Recently, there has been an increasing interest in expressing general functions as series of dilated and shifted fixed functions other than wavelets. One important motivation is that this leads to new characterizations of the classical functional spaces. For example, let \( G \) be the gaussian and \( G_{\lambda,x_0}(x) = G(\lambda(x-x_0)) \), with \( \lambda > 0 \) and \( x_0 \in \mathbb{R}^n \) and consider the family of all functions \( f \) such that

\[
(1.4) \quad f(x) = \sum_j \alpha_j G_{\lambda_j,x_j}(x) \quad \text{(with } \alpha_j \in \mathbb{C}, \lambda_j > 0 \text{ and } x_j \in \mathbb{R}^n). 
\]

If \((\alpha_j)\) describes \( \ell^1 \), then the sums of all the series (1.4) exactly give the well-known \textit{bump algebra}, which has been identified by Meyer [12] to \( \dot{B}^{n,1}_{\infty}(\mathbb{R}^n) \) and plays an important role in modelling signals with special singularities (see [5]).

We mention also the work of Kyriakis and Petrushev [10], who exhibited a large class of unconditional bases for the Besov and the Triebel-Lizorkin spaces. They proved that such bases can be generated from a small number of shifts and dilates of a single function \( \Phi \). For this, they only have to assume that \( \Phi \) is smooth enough and that it decays at infinity sufficiently fast. As an application of their result in the case \( \Phi = G \), it follows that the topological vector space \( \bigcap_{p>0} \dot{B}_p^{n/p,p}(\mathbb{R}^n) \) contains exactly the series (1.4), where \((\alpha_j)\) describes \( \bigcap_{p>0} \ell^p \).

The purpose of this paper is to show that the sums of sparse wavelet expansions can also be characterized by means of atomic decompositions as in (1.4), but made of \textit{poorly localized building blocks}. More precisely, for all \( x_0 \in \mathbb{R}^n \) and \( \lambda > 0 \) we consider the normalized Poisson kernels

\[
(1.5) \quad P_{\lambda,x_0}(x) = (1 + |\lambda(x-x_0)|^2)^{-(n+1)/2}, \quad x,x_0 \in \mathbb{R}^n, \quad \lambda > 0,
\]

and we will show the following:

**Theorem 1.1.** A tempered distribution \( f \) belongs to \( \bigcap_{p>0} \dot{B}_p^{n/p,p}(\mathbb{R}^n) \) if and only if there exist three sequences \((\lambda_j) \subset \mathbb{R}^+\), \((x_j) \subset \mathbb{R}^n\) and \((c_j) \subset \mathbb{C}\) such that

\[
(1.6) \quad \sum_{j=0}^{\infty} |c_j|^p < \infty \quad \text{for all } p > 0
\]

and

\[
(1.7) \quad f(x) = \sum_{j=0}^{\infty} c_j P_{\lambda_j,x_j}(x),
\]

the series being uniformly convergent in \( \mathbb{R}^n \).

In establishing Theorem 1.1 we were motivated by qualitative properties of solutions to evolution equations arising in fluid mechanics (the Euler and the Navier–Stokes equations). Indeed, consider \( e.g. \) the motion of a viscous incompressible fluid filling the whole space \( \mathbb{R}^n \) and not submitted to the action of external forces. If \( u(x,t) \) denotes the velocity of a fluid particle at time \( t \), then under suitable assumptions on the vorticity of the flow, it can be shown that \( u(\cdot,t) \in \bigcap_{p>0} \dot{B}_p^{n/p,p}(\mathbb{R}^n) \), uniformly in time (see [11]). For an application of sparse wavelet expansions to numerical simulations of flows we refer to [15].
Here we would like to stress the fact that no physical interpretation can be given to each building block
\begin{equation}
\alpha(j, k; t) \psi(2^j \cdot -k)
\end{equation}
of the wavelet expansion of \( u(\cdot, t) \). In particular, it is not true, as it might be expected, that the motion of the fluid at time \( t \) and close to a point of \( \mathbb{R}^n \), is approximatively given by the terms (1.8) involving small dyadic cubes centred at that point. This is due to the fact that wavelets decay rapidly at infinity, whereas \( u \) decays at very slow rates as \( x \to \infty \): in general not faster than \( |x|^{-(n+1)} \), which is the critical decay rate (this is the well-known instantaneous spreading effect for the Navier–Stokes equations; see [2], [6]).

On the other hand, under suitable assumptions, an expansion of the form
\[
 u(x, t) = \sum_m u_m(x - x_m, t),
\]
where \( (x_m) \) is a sequence of points in \( \mathbb{R}^n \) and \( u_m(\cdot, t) \) are \( L^\infty \) functions decaying at infinity as \( |x|^{-(n+1)} \), holds true (see [1]). Expanding \( u(\cdot, t) \in \bigcap_{p>0} \dot{B}^{1/p}_{0, p}(\mathbb{R}^n) \) by means of dilated-translated Poisson kernels (which have the “right” decay rate) is therefore more meaningful, from the physical point of view, than expressing the velocity field as a series of too localized functions, such as gaussians or wavelets.

Poisson kernels being particular rational functions in odd dimension, Theorem 1.1 can also be viewed as a continuation of the work Newmann and Peller on nonlinear approximation. In particular, [13] characterizes the periodic functions of one real variable which can be approximated by rational functions at arbitrarily fast algebraic rates, in the \( L^\infty \)-norm: these functions are exactly those belonging to the Besov spaces \( B^{1/p}_{p, p} \) on the torus, for all \( p > 0 \). Approximation by some specific classes of multivariate rational functions has been recently discussed by Petrushev [14]. In [14], however, the smoothness of functions having a given rate of approximation is not measured by classical Besov spaces but by means of the slightly more involved \( B \)-spaces. General references for the nonlinear approximation theory are [3] and [4].

The subtle part of the proof of Theorem 1.1 is to show that if \( f \in \bigcap_{p>0} \dot{B}^{1/p}_{0, p}(\mathbb{R}^n) \), then (1.7)-(1.6) hold true. Note that, since the decomposition (1.4) is not unique, we cannot deduce the statement by proving our claim for all \textit{fixed} \( p \), since in this case the coefficients \( c_j \) of (1.7) would depend on \( p \). Furthermore, Theorem 1.1 is not a consequence of the general result in [10], since Poisson kernels decay too slowly at infinity. Indeed, the assumptions on the decay of \( \Phi \) that we would need to apply [10] become more and more stringent when \( p \to 0 \).

Our main tool for establishing our result is a suitable adaptation of an algorithm which was originally developed by Y. Meyer to study the problem of the nonlinear approximation of functions by means of sums of normalized gaussians. This algorithm is described in [11], but since this reference is not widely available, we shall outline its underlying ideas in the next section. In any case, we present the proof of Theorem 1.1 in such a way that our paper will be self-contained, at least for readers with a basic knowledge of Besov spaces.

\textbf{Notation.} For \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \), we will adopt the following notation: \( |x|_\infty = \max_{j=1, \ldots, n} |x_j| \) and \( |x| = (\sum_{j=1}^n |x_j|^2)^{1/2} \).
2. Proof of Theorem 1.1

In this paper we use the following definition of the Fourier transform: if \( f \in L^1(\mathbb{R}^n) \), we set \( \hat{f}(\xi) = \int f(x)e^{-ix\cdot\xi} \, dx \). It will be convenient to modify the definition of \( P \) in a such way that \( \hat{P}(\xi) = \exp(-|\xi|) \).

Proving that any function of the form \((1.7)-(1.6)\) belongs to \( \dot{B}_{p/p}^{n/p}(\mathbb{R}^n) \) for all \( p > 0 \) is elementary. Indeed, one first checks with straightforward computations on the wavelet coefficients \((1.7)\) that this is true for \( P \). The general result then follows using the invariance of \( \dot{B}_{p/p}^{n/p}(\mathbb{R}^n) \) under translation and scaling, and the \( p \)-triangular inequality

\[
\left\| \sum_m f_m \right\|_{B_{p/p}^{n/p}(\mathbb{R}^n)} \leq C \sum_m \left\| f_m \right\|_{B_{p/p}^{n/p}(\mathbb{R}^n)} \quad (0 < p \leq 1).
\]

There is of course no restriction in considering only \( 0 < p \leq 1 \), since \( \dot{B}_{p/p}^{n/p}(\mathbb{R}^n) \) is embedded in \( \dot{B}_{p'}^{n/p'}(\mathbb{R}^n) \) if \( 0 < p \leq p' \). The easy part of Theorem 1.1 then follows.

Now let us show that if \( f \in \bigcap_{p>0} \dot{B}_{p/p}^{n/p}(\mathbb{R}^n) \), then \( f \) can be decomposed as in \((1.7)-(1.6)\). Using again the \( p \)-triangular inequality and the invariance properties of \( \dot{B}_{p/p}^{n/p}(\mathbb{R}^n) \), we see that our claim would immediately follow if we can show that the wavelets \( \varphi \in F \) can be written in the form \((1.7)-(1.6)\). To do this we shall assume, as we may \((see 1.12)\), that \( \varphi(\xi) \) is a smooth function supported in \( \frac{2\pi}{p} < |\xi| \leq \frac{8\pi}{p} \).

Before entering into the details of the proof, we sketch how we are going to obtain such an expansion.

**General description of the algorithm.** The argument below has been applied in \((1.1)\) to prove that \( \varphi \) admits a sparse expansion by means of gaussians, as in \((1.4)\). We present it in a slightly more general form.

Let \( g \in L^1(\mathbb{R}^n) \) be a function with nonvanishing Fourier transform. The first step consists in writing

\[
\tilde{\varphi}(\xi) = \tilde{g}(\xi)p(\xi) - \sum_{k_0 \in \mathbb{Z}_n, k_0 \neq 0} R_{k_0}(\xi).
\]

Here we want \( p \) to be a periodic function with respect to its variables, with some period \( T_0 \). This is possible if we set \( R_{k_0}(\xi) \equiv \tilde{\varphi}(\xi + k_0T_0)\tilde{g}(\xi + k_0T_0)^{-1}\tilde{g}(\xi) \). Next each term \( R_{k_0} \) is treated in a similar way: fix two positive reals \( T_{k_0}, \beta_{k_0} \) and write \( R_{k_0}(\xi) = \tilde{g}(\beta_{k_0}\xi)p_{k_0}(\xi) - \sum_{k_1 \in \mathbb{Z}_n, k_1 \neq 0} R_{k_0,k_1}(\xi) \). Here we have defined \( R_{k_0,k_1}(\xi) \equiv R_{k_0}(\xi + k_1T_{k_0})\tilde{g}(\beta_{k_0}(\xi + k_1T_{k_0})^{-1}\tilde{g}(\beta_{k_0}\xi) \), so that \( p_{k_0} \) is \( T_{k_0} \)-periodic with respect to its variables. After \( j \) steps, \( \tilde{\varphi} \) is written as the sum of terms of the form \( \tilde{g}(\beta_{k_0,\ldots,k_j}\xi)p_{k_0,\ldots,k_j}(\xi) \), with \( p_{k_0,\ldots,k_j} \) periodic, plus an error term \( E_j \). If we forget for a moment the error, then taking \( j \to \infty \) and the inverse Fourier transform we see that, at least formally, \( \varphi \) is written as a series of dilated and shifted functions of the function \( g \).

Several nice properties of the Poisson kernel allow us to make this argument rigorous, when \( g = P \). Of course, the scale factors \( \beta_{k_0,\ldots,k_j} \) and the periods \( T_{k_0,\ldots,k_j} \) must be chosen in a suitable way. Condition \((1.6)\) will follow from some careful estimates on the size of the Fourier coefficients of the periodic functions involved.

To avoid the proliferation of too many subscripts, from now on we will write \( k(0), k(1), \ldots \), instead of \( k_0, k_1, \ldots \).
**Application to the Poisson kernel: the first step.** We start with the definition of a tree \( \Lambda \). The \( j \)-th generation of \( \Lambda \) \((j = 0, 1, \ldots) \) is the set \( \Lambda_j \) of \( n \times (j+1) \) matrices such that

\[
\Lambda_j = \left\{ \lambda(j) = (k(0), \ldots, k(j)) \mid k(0), \ldots, k(j) \in \mathbb{Z}^n, k(0) \neq 0, \ldots, k(j) \neq 0 \right\},
\]

where \( 0 = (0, \ldots, 0) \in \mathbb{R}^n \). Then we set

\[
\Lambda = \{ 0 \} \cup \bigcup_{j=0}^{\infty} \Lambda_j.
\]

A matrix \( \lambda' \in \Lambda_{j+1} \) is a son of \( \lambda \in \Lambda_j \) if \( \lambda' \) is obtained from \( \lambda \) by adding the last column, i.e. if \( \lambda' = (\lambda, k(j+1)) \) for some vector \( k(j+1) \in \mathbb{Z}^n \).

For all \( j \geq 0 \) and all \( \lambda = \lambda(j) \in \Lambda_j \) we define \( \xi_\lambda \in \mathbb{R}^n \), \( \beta_\lambda > 0 \) and \( T_\lambda > 0 \) in the following way:

\[
\begin{align*}
\xi_0 &= 0, \quad \beta_0 = 1, \quad T_0 = 16\pi/3, \\
\xi_{\lambda(0)} &= k(0)T_0, \quad T_\lambda = (j+2)|\xi_\lambda|, \\
\xi_\lambda &= \xi_\lambda + k(j+1)T_\lambda \quad \beta_\lambda = |\xi_\lambda|^{-1}
\end{align*}
\]

(we might choose \( T_0 \) arbitrarily large).

Next we define three families of functions, \( f_\lambda \), \( g_\lambda \) and \( p_\lambda \), indexed on the tree \( \Lambda \):

\[
\begin{align*}
f_0(\xi) &= \hat{\psi}(\xi), \\
f_{\lambda(0)}(\xi) &= \exp(-|\xi|) \exp((\xi - k(0)T_0)) f_0(\xi - k(0)T_0), \\
f_\lambda(\xi) &= \exp(-\beta_\lambda|\xi|) g_\lambda(\xi - k(j+1)T_\lambda), \\
g_\lambda(\xi) &= \exp(\beta_\lambda|\xi|) f_\lambda(\xi), \\
p_\lambda(\xi) &= \sum_{k \in \mathbb{Z}^n} g_\lambda(\xi - kT_\lambda).
\end{align*}
\]

Note that the convergence of the series defining \( p_\lambda \) is ensured by the fact that both \( f_\lambda \) and \( g_\lambda \) are compactly supported for all \( \lambda \in \Lambda \). On the other hand, \( p_\lambda \) is \( T_\lambda \)-periodic with respect to all its variables, hence

\[
p_\lambda(\xi) = \sum_{m \in \mathbb{Z}^n} \alpha_\lambda(m) \exp \left( \frac{2\pi i}{T_\lambda} m \cdot \xi \right)
\]

(we will see in Lemma 2.3 below that the Fourier series is absolutely convergent), where

\[
\alpha_\lambda(m) = \frac{1}{T_\lambda^n} \int_0^{T_\lambda} \cdots \int_0^{T_\lambda} p_\lambda(\xi) \exp \left( -\frac{2\pi i}{T_\lambda} m \cdot \xi \right) d\xi.
\]

Simple substitutions in (2.2) show that we can “climb the tree” and determine \( f_\lambda \) if we know \( f_\lambda' \) for all sons \( \lambda' \) of \( \lambda \):

\[
f_\lambda(\xi) = \exp(-\beta_\lambda|\xi|) p_\lambda(\xi) - \sum_{\{\lambda' \text{ son of } \lambda\}} f_\lambda'(\xi).
\]

Hence, for all \( J \in \mathbb{N} \),

\[
f_0(\xi) = \exp(-|\xi|) p_0(\xi) - \sum_{j=0}^{J} (-)^j \sum_{\lambda \in \Lambda_j} \exp(-\beta_\lambda|\xi|) p_\lambda(\xi) + (-)^j \sum_{\lambda \in \Lambda_J} f_\lambda(\xi).
\]
Here \( \sum_{\lambda \in \Lambda_j} f_\lambda(\xi) \) is an error term. We claim (see Remark 2.2 below for a proof) that this term converges uniformly to 0 as \( J \to \infty \). It then follows that

\[
\hat{\psi}(\xi) = \exp(-|\xi|) p_0(\xi) - \sum_{j=0}^{\infty} (-)^j \sum_{\lambda \in \Lambda_j} \exp(-\beta_\lambda|\xi|) p_\lambda(\xi).
\]

Taking the inverse Fourier transform, we then see that \( \psi(x) \) is the sum of a series, indexed over the tree \( \Lambda \), of terms of the form (up to an unessential sign)

\[
\sum_{m \in \mathbb{Z}^n} a_\lambda(m) \beta_\lambda^{-n} P \left( \frac{x + 2\pi T_{\Lambda}^{-1} m}{\beta_\lambda} \right).
\]

Collecting all the terms (2.8) yields the atomic decomposition (1.7). Then the proof will be finished if we show that

\[
\sum_{\lambda \in \Lambda} \sum_{m \in \mathbb{Z}^n} |a_\lambda(m)|^p \beta_\lambda^{-np} < \infty, \quad \text{for all } p > 0.
\]

**The second step.** In the second part of the proof we will use several nice properties of \( \hat{P}(\xi) \).

**Lemma 2.1.** Let \( \lambda = \lambda(j) \) in \( \Lambda_j \). Then we have

\[
f_\lambda(\xi) = \exp(a_\lambda(\xi - \xi_\lambda) - b_\lambda) f_0(\xi - \xi_\lambda), \quad \xi \in \mathbb{R}^n,
\]

where

\[
b_\lambda = \frac{|\xi_{\lambda(j)}|}{|\xi_{\lambda(j-1)}|} + \cdots + \frac{|\xi_{\lambda(1)}|}{|\xi_{\lambda(0)}|} + |\xi_{\lambda(0)}| - j,
\]

and \( a_\lambda \) are \( C^\infty \) functions on the support of \( f_0 = \hat{\psi} \), such that for all multi-index \( \alpha \in \mathbb{N}^n \) there exists a constant \( C_\alpha \) satisfying

\[
|\partial^\alpha \hat{a}_\lambda(\xi)| \leq C_\alpha
\]

uniformly in \( \lambda \) and \( \xi \) (for \( \frac{2\pi}{\beta_\lambda} \leq |\xi|_\infty \leq \frac{8\pi}{\beta_\lambda} \)).

**Proof.** The case \( j = 0 \) is obvious since we already observed in (2.2) that

\[
f_{\lambda(0)}(\xi) = \exp(-|\xi| + |\xi - k(0) T_0|) f_0(\xi - \xi_{\lambda(0)}).
\]

Then it is sufficient to take

\[
b_{\lambda(0)} = |k(0)| T_0 = |\xi_{\lambda(0)}|,
\]

\[
a_{\lambda(0)}(\xi) = |\xi - \xi + \xi_{\lambda(0)}| + |\xi_{\lambda(0)}|
\]

to see that \( f_{\lambda(0)} \) can be written as in (2.10). It follows from (2.2), (2.10) and \( \xi_{\lambda'} = \xi_\lambda + k(j+1) T_\lambda \) that

\[
f_{\lambda'}(\xi) = \exp(a_\lambda(\xi - \xi_{\lambda'}) - \beta_\lambda|\xi| + \beta_\lambda|\xi - k(j+1) T_\lambda| - b_\lambda) f_0(\xi - \xi_{\lambda'})
\]

\[
= \exp(a_\lambda(\xi - \xi_{\lambda'}) + \beta_\lambda h_{\lambda'}(\xi - \xi_{\lambda'}) - b_{\lambda'}) f_0(\xi - \xi_{\lambda'}),
\]

where

\[
b_{\lambda'} = b_\lambda + \beta_\lambda|\xi_{\lambda'}| - \beta_\lambda|\xi_\lambda| = b_\lambda + |\xi_{\lambda'}|/|\xi_{\lambda'}| - 1,
\]

\[
h_{\lambda'}(\xi) = -|\xi + \xi_{\lambda'}| + |\xi + \xi_\lambda| + |\xi_{\lambda'}| - |\xi_\lambda|.
\]

This yields (2.11). Next we set

\[
a_{\lambda'}(\xi) = a_\lambda(\xi) + \beta_\lambda h_{\lambda'}(\xi).
\]
Since the derivatives of $h_{\lambda_j}$ are uniformly bounded on the support of $f_0$ and $\beta_\lambda \leq 1/|j|$, we get (2.10) and (2.12).

Remark 2.2. It follows from (2.1) and this lemma that whenever $\lambda$ and $\tilde{\lambda}$ belong to $\Lambda$ and $\lambda \neq \tilde{\lambda}$, then $f_\lambda$ and $f_{\tilde{\lambda}}$ have disjoint supports. Thus, if we come back to the error-terms contained in (2.6), we see that

$$\left\| \sum_{\lambda \in \Lambda} f_\lambda \right\|_\infty \leq C \sup_{\lambda \in \Lambda} \exp(-b_\lambda) \to 0, \quad \text{as } J \to \infty.$$ 

Let us now establish (2.9). The proof is based on the following elementary lemma.

Lemma 2.3. Let $0 < p \leq 1$, $N > n/p$ and $g \in L^1(\mathbb{R}^n)$ such that

$$|\hat{g}(\eta)| \leq A(1 + |\eta|)^{-N} \quad \text{for all } \eta \in \mathbb{R}^n.$$ 

For all $T > 0$, the function $p(\xi) = \sum_{k \in \mathbb{Z}^n} g(\xi - kT)$ is $T$-periodic with respect to its variables and if $\sum_{m \in \mathbb{Z}^n} \alpha(m) \exp\left(i \frac{2\pi}{T} m \cdot x\right)$ denotes its Fourier series, then we have

$$\sum_{m \in \mathbb{Z}^n} |\alpha(m)|^p \leq C A T^{n(1 - p)}.$$ 

Proof. The Fourier coefficients of $p$ are $\alpha(m) = T^{-n} \hat{g}(\frac{2\pi}{T} m)$, hence

$$\sum_{m \in \mathbb{Z}^n} |\alpha(m)|^p \leq \left( \sum_{|m| \leq T/2\pi} + \sum_{|m| > T/2\pi} \right) \frac{A T^{-np}}{(1 + \frac{2\pi}{T} |m|)^{np}}$$ 

and the conclusion of Lemma 2.3 is now immediate.}

We now apply this lemma to

$$g_\lambda(\xi) = \exp(\beta_\lambda |\xi|) f_\lambda(\xi)$$

$$= \exp(a_\lambda(\xi - \lambda)) \exp(\beta_\lambda |\xi|) \exp(-b_\lambda) f_0(\xi - \lambda).$$

From now on $p$ and the integer $N$ will be fixed ($0 < p \leq 1$, $N > n/p$) and in our estimates we will denote by $C$ a constant, which may change from line to line, but depends only on $p$, $N$ and $n$.

We start by observing that $g_\lambda \in C_0^\infty(\mathbb{R}^n)$ and that

$$|\eta|^N |\hat{g}_\lambda(\eta)| \leq \int_{2\pi/3 \leq |\xi - \lambda| \leq 8\pi/3} |\partial_\xi^N g_\lambda(\xi)| d\xi.$$ 

This integral is bounded by $C \exp(-b_\lambda)$. This follows from the fact that the derivatives of $\exp(a_\lambda(\xi - \lambda)) \exp(\beta_\lambda |\xi|)$ are uniformly bounded with respect to $\lambda$ and $\xi$, on the set of the $\xi$ such that $\frac{2\pi}{T} \leq |\xi - \lambda| \leq \frac{8\pi}{T}$ (we use here that $\beta_\lambda \to 0$). From Lemma 2.3 we see that Fourier coefficients $\alpha(m)$, defined by (2.2) and (2.4), satisfy

$$\sum_{m \in \mathbb{Z}^n} |\alpha_\lambda(m)|^p \leq C T_\lambda^{n(1 - p)} \exp(-pb_\lambda).$$

The proof of (2.9) and of Theorem 1.1 then will be finished if we are able to prove that the series

$$\sum_{j=0}^\infty \sum_{\lambda \in \Lambda_j} j^n |\xi_\lambda(j)|^n \exp(-pb_\lambda(j))$$
converges. The $j = 0$ term of this series can be treated in an obvious way, so we can just consider $j \geq 1$. The bound of $|\xi_{\lambda(j)}|^n \exp(-p\lambda_{\lambda(j)})$ relies on (2.11) and the elementary inequality $y \exp(-py) \leq C \exp(-py/2)$. This gives us

$$|\xi_{\lambda(j)}|^n \exp(-p\lambda_{\lambda(j)}) \leq C^{j+1} \exp\left(\frac{-p|\xi_{\lambda(j)}|}{2|\xi_{\lambda(j-1)}|}\right) \times \cdots \times \exp\left(\frac{-p|\xi_{\lambda(1)}|}{2|\xi_{\lambda(0)}|}\right) \exp(pj).$$

But $\lambda(j) = (k(0), \ldots, k(j))$ and $\frac{|\xi_{\lambda(l-1)}|}{|\lambda(l-1)|} \geq l|k(l)|$ for $l = 1, \ldots, j$. Hence,

$$\sum_{\lambda \in \mathcal{L}_j} |\xi_{\lambda(j)}|^n \exp(-p\lambda_{\lambda(j)})$$

$$\leq C^j \exp(pj) \sum_{k(j) \neq 0} \cdots \sum_{k(0) \neq 0} \exp\left(\frac{-pj|k(j)|}{2}\right) \times \cdots \times \exp\left(\frac{-p|k(0)|}{2}\right)$$

$$\leq C^j \exp(-pj/4) \exp(-p(j-1)/4) \times \cdots \times \exp(-p/4)$$

$$\leq C^j \exp(-pj^2/8)$$

and Theorem 1.1 follows.
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