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Abstract. We present a necessary and sufficient condition for two matrices given by two bivariate functions to be inverse to each other with certainty in the cases of Krattenthaler formula and Warnaar’s elliptic matrix inversion. Immediate consequences of our result are some known functions and a constructive approach to derive new matrix inversions from known ones.

1. Introduction

Throughout this paper, all operations are carried out on $\kappa$, a field of characteristic zero, and $\mathbb{Z}$ denotes the set of nonnegative integers. Recall that $F = (f_{n,k})_{n,k \in \mathbb{Z}}$ is an infinite-dimensional lower-triangular matrix over $\kappa$ provided that each entry $f_{n,k} = 0$ unless $n \geq k$. The matrix $G = (g_{n,k})_{n,k \in \mathbb{Z}}$ is the inverse matrix of $F$ if

$$\sum_{n \geq i \geq k} f_{n,i} g_{i,k} = \delta_{n,k} \quad \text{for all } n, k \in \mathbb{Z},$$

where $\delta$ denotes the usual Kronecker delta. Two such matrices are often called an inversion or a reciprocal relation in the context of combinatorics. In what follows, we call a pair of matrices $F$ and $G$ with the reciprocal relation a matrix inversion. Matrix inversions play very important roles in many fields of combinatorics and special functions. For instance, we can use them to derive a number of basic hypergeometric summations and transformations. The reader may consult [1, 6, 13] for more details. A well-known result concerning matrix inversions is the following formula discovered by Krattenthaler in [9], which is built on his earlier work of the operator method for solving Lagrange inversion problems [8].

Theorem 1.1. Let $\{a_i\}_{i \in \mathbb{Z}}$ and $\{b_i\}_{i \in \mathbb{Z}}$ be arbitrary sequences over $\kappa$ such that $b_i \neq b_j$ for $i \neq j$. Assume that $F = (f_{n,k})_{n,k \in \mathbb{Z}}$ and $G = (g_{n,k})_{n,k \in \mathbb{Z}}$ are inverse to
each other, where

\begin{equation}
 f_{n,k} = \frac{\prod_{j=k}^{n-1} (a_j - b_k)}{\prod_{j=k+1}^{n} (b_j - b_k)}.
\end{equation}

Then

\begin{equation}
 g_{n,k} = \frac{\prod_{j=k}^{n} (a_j - b_n)}{\prod_{j=k}^{n-1} (b_j - b_n)}.
\end{equation}

As many facts show, Krattenthaler’s formula subsumes many classical matrix inversions in combinatorial analysis, such as Gould-Hsu inversion \[7\], Carlitz inversion (i.e., the \(q\)-analogue of Gould-Hsu inversion) \[3\], and Bressoud’s formula \[2\].

Recently, as a new class of generalized hypergeometric series originally due to Frenkel and Turaev \[5\], the elliptic hypergeometric series has received much attention \[5, 14, 17, 18\]. In \[18\], Warnaar set up an elliptic matrix inversion by using the addition formula of the theta function \[19\] and by induction, which proved to be very useful in deriving an extensive list of summation and transformation formulas for elliptic hypergeometric series.

**Theorem 1.2** (Warnaar’s matrix inversion). Define the theta function \(\theta(x) = \prod_{j=0}^{\infty} (1 - xp^j)(1 - p^{j+1}/x), |p| < 1\). Suppose that \(F = (f_{n,k})_{n,k \in \mathbb{Z}}\) and \(G = (g_{n,k})_{n,k \in \mathbb{Z}}\) are inverse to each other. If

\begin{equation}
 f_{n,k} = \frac{\prod_{j=k}^{n-1} \theta(x,b_k)\theta(x,b_k)}{\prod_{j=k}^{n-1} \theta(b_k,b_k)\theta(b_k,b_k)}, 
\end{equation}

then

\begin{equation}
 g_{n,k} = \frac{\prod_{j=k}^{n} b_j\theta(x,b_k)\theta(x,b_k)}{\prod_{j=k}^{n} b_j\theta(x,b_k)\theta(x,b_k)}.
\end{equation}

As was pointed out by Warnaar in \[18\], his matrix inversion is the elliptic analogue of Krattenthaler’s formula. Also, it is worth mentioning that shortly after \[18\] appeared, Rosengren and Schlosser \[14\] reproved Warnaar’s matrix inversion by using Krattenthaler’s operator method.

In this paper, we will show that Warnaar’s matrix inversion admits a further extension, namely, there exists a new unified matrix inversion which contains Warnaar’s matrix inversion (thus, Krattenthaler’s formula) as a special case. More precisely, once the addition formula of the theta function is extended to the kernel of the Lagrange operator (see Definition 2.3 below), can we establish the following new matrix inversion containing (1.1)/(1.2) and (1.3)/(1.4) as special cases, which will be proved in section 3.

**Theorem 1.3.** Let \(f(x,y)\) and \(g(x,y)\) be two arbitrary functions over \(\kappa\) in variables \(x, y\). Suppose further \(g(x,y)\) is antisymmetric, i.e., \(g(x,y) = -g(y,x)\). Let \(F = \)}
Let us begin with two Lagrange operators on which the proof of Theorem 1.3 relies entirely. To do this, we use $\kappa^n$ to denote the $n$-dimensional vector space over $\kappa$, and $\kappa(x_1, x_2, \ldots, x_n)$ the set of all functions over $\kappa$ in variables $x_1, x_2, \ldots, x_n$.

**Definition 2.1** (Lagrange operator). Let $\kappa_0(x, y)$ be the set of antisymmetric bivariate functions $f(x, y)$. Then the map $L_n : \kappa^n \times \kappa_0(x, y) \rightarrow \kappa(x_1, x_2, \ldots, x_{n-2})$, such that

$$L_n(b_1, b_2, \ldots, b_n, f) = \sum_{i=1}^{n} (-1)^{n-i} \prod_{1 \leq i_1 < i_2 \leq n; i_1, i_2 \neq i} f(b_{i_1}, b_{i_2}) \prod_{j=1}^{n-2} f(x_j, b_i),$$

is said to be the Lagrange operator of degree $n$.

**Definition 2.2** (Generalized Lagrange operator). Let $\kappa_0(x, y)$ be defined as above, $g(x, y) \in \kappa_0(x, y)$. Then the map $L_n^{(g)} : \kappa^n \times \kappa(x, y) \rightarrow \kappa(x_1, x_2, \ldots, x_{n-2})$, such that

$$L_n^{(g)}(b_1, b_2, \ldots, b_n, f) = \sum_{i=1}^{n} (-1)^{n-i} \prod_{1 \leq i_1 < i_2 \leq n; i_1, i_2 \neq i} g(b_{i_1}, b_{i_2}) \prod_{j=1}^{n-2} f(x_j, b_i),$$

is said to be the generalized Lagrange operator of degree $n$ with respect to $g(x, y)$.

Evidently, $L_n \neq L_n^{(g)}$, although $L_n(b_1, b_2, \ldots, b_n, f) = L_n^{(f)}(b_1, b_2, \ldots, b_n, f)$.

We will write $L_n(b_1, b_2, \ldots, b_n)(f)$ for $L_n(b_1, b_2, \ldots, b_n, f)$, $L_n^{(g)}(b_1, b_2, \ldots, b_n)(f)$ for $L_n^{(g)}(b_1, b_2, \ldots, b_n, f)$ for short. In particular, $L_1(b_1)(f) = L_1^{(g)}(b_1)(f) = 1$, $L_2(b_1, b_2)(f) = L_2^{(g)}(b_1, b_2)(f) = 0$, all of which follow from the previous assumption and definitions.

**Example 2.1.** For all $(a, b, c, d) \in \kappa^4$, $g(x, y) \in \kappa_0(x, y)$, the action of the Lagrange operator $L_4^{(g)}$ of degree 4 on $f(x, y)$ is by Definition 2.2 the following:

$$L_4^{(g)}(a, b, c, d)(f) = g(a, b)g(a, c)g(b, c)f(x_1, d)f(x_2, d)$$
$$- g(a, b)g(a, d)g(b, d)f(x_1, c)f(x_2, c) + g(a, c)g(a, d)g(c, d)f(x_1, b)f(x_2, b)$$
$$- g(b, c)g(c, d)g(b, d)f(x_1, a)f(x_2, a).$$
Next, we are concerned with a function \( f(x, y) \) such that \( \mathcal{L}_n(b_1, b_2, \cdots, b_n)(f) = 0 \) or \( \mathcal{L}_n^{(g)}(b_1, b_2, \cdots, b_n)(f) = 0 \). For this, we need the following definition:

**Definition 2.3.** Let \( \mathcal{L}_n \) and \( \mathcal{L}_n^{(g)} \) be defined as above. Then the kernel of \( \mathcal{L}_n \) (resp. \( \mathcal{L}_n^{(g)} \)) is defined to be the set of all bivariate functions \( f(x, y) \) such that for any \( (b_1, b_2, \cdots, b_n) \in \kappa^n \), \( \mathcal{L}_n(b_1, b_2, \cdots, b_n)(f) = 0 \) (resp. \( \mathcal{L}_n^{(g)}(b_1, b_2, \cdots, b_n)(f) = 0 \)).

For convenience, the kernels of \( \mathcal{L}_n \) and \( \mathcal{L}_n^{(g)} \) are denoted respectively by \( \text{Ker}\mathcal{L}_n \) and \( \text{Ker}\mathcal{L}_n^{(g)} \).

**Lemma 2.1.** With the definitions and notation above, the following are valid for all integer \( n \geq 4 \) and \( b_1, b_2, \cdots, b_n \in \kappa^2 \):

\[
\begin{align*}
(2.1) \quad & \mathcal{L}_n(b_1, b_2, \cdots, b_n)(f) \big|_{x_{n-2} = b_n} = \prod_{i=1}^{n-1} f(b_i, b_n) \times \mathcal{L}_{n-1}(b_1, b_2, \cdots, b_{n-1})(f); \\
(2.2) \quad & \mathcal{L}_n(b_1, b_2, \cdots, b_n)(f) = f(x_{n-2}, b_n) \prod_{i=2}^{n-1} f(b_1, b_i) \times \mathcal{L}_{n-1}(b_2, b_3, \cdots, b_n)(f) \quad \text{provided that} \quad \mathcal{L}_{n-1}(b_1, b_2, \cdots, b_{n-1})(f) = 0; \\
(2.3) \quad & \mathcal{L}_n^{(g)}(b_1, b_2, \cdots, b_n)(f) = f(x_{n-2}, b_n) \prod_{i=2}^{n-1} g(b_1, b_i) \times \mathcal{L}_{n-1}^{(g)}(b_2, b_3, \cdots, b_n)(f) \quad \text{provided that} \quad \mathcal{L}_{n-1}^{(g)}(b_1, b_2, \cdots, b_{n-1})(f) = 0, \quad \text{and} \quad f(x, y) \in \text{Ker}\mathcal{L}_3^{(g)}. 
\end{align*}
\]

Here, \( \mathcal{L}_n(b_1, b_2, \cdots, b_n)(f) \big|_{x_{n-2} = b_n} \) stands for the value of \( \mathcal{L}_n(b_1, b_2, \cdots, b_n)(f) \) with the restriction that \( x_{n-2} = b_n \).

**Proof.** For simplicity, we only show \((2.1)\) and \((2.3)\); \((2.2)\) can be proved by the same sort of argument as in \((2.3)\), which is omitted here.

The proof of \((2.1)\). By Definition 2.1, it is easily seen that

\[
\begin{align*}
(2.4) \quad & \mathcal{L}_n(b_1, b_2, \cdots, b_{n-1}, b_n)(f) \\
& = \sum_{i=1}^{n} (-1)^{n-i} \prod_{1 \leq i_1 < i_2 \leq n; i_1, i_2 \neq i} f(b_1, b_{i_1}) f(x_{n-2}, b_i) \prod_{j=1}^{n-3} f(x_j, b_i). 
\end{align*}
\]

Let \( x_{n-2} = b_n \) in \((2.4)\). In this case, \( f(x_{n-2}, b_n) = 0 \). Thus, \((2.4)\) reduces to

\[
(2.5) \quad \mathcal{L}_n(b_1, b_2, \cdots, b_{n-1}, b_n)(f) \big|_{x_{n-2} = b_n} \\
 = \sum_{i=1}^{n-1} (-1)^{n-i} \prod_{1 \leq i_1 < i_2 \leq n; i_1, i_2 \neq i} f(b_1, b_{i_1}) f(b_n, b_i) \prod_{j=1}^{n-3} f(x_j, b_i). 
\]

Observe that

\[
\begin{align*}
(-1)^{n-i} \prod_{1 \leq i_1 < i_2 \leq n; i_1, i_2 \neq i} f(b_1, b_{i_1}) f(b_n, b_i) \\
= (-1)^{n-1-i} \prod_{1 \leq i_1 < i_2 \leq n-1; i_1, i_2 \neq i} f(b_{i_1}, b_{i_2}) \prod_{1 \leq j \leq n-1} f(b_j, b_n). 
\end{align*}
\]
Setting this result into (2.5) and making some simplification, we get

\[
\mathcal{L}_n(b_1, b_2, \cdots, b_{n-1}, b_n)(f)|_{x_{n-2}=b_n}
\]

\[
= \prod_{1 \leq i \leq n-1} f(b_i, b_n) \sum_{i=1}^{n-1} (-1)^{n-1-i} \prod_{1 \leq i_1 < i_2 \leq n-1; i_1, i_2 \neq i} f(b_{i_1}, b_{i_2}) \prod_{j=1}^{n-3} f(x_j, b_j)
\]

\[
= \prod_{1 \leq i \leq n-1} f(b_i, b_n) \mathcal{L}_{n-1}(b_1, b_2, \cdots, b_{n-1})(f),
\]

which is the desired right-hand side of (2.1).

The proof of (2.3). Now, by Definition 2.2

\[
\mathcal{L}_n^{(g)}(b_1, b_2, \cdots, b_{n-1}, b_n)(f)
\]

\[
= \sum_{i=1}^{n} (-1)^{n-i} \prod_{1 \leq i_1 < i_2 \leq n; i_1, i_2 \neq i} g(b_{i_1}, b_{i_2}) \prod_{j=1}^{n-2} f(x_j, b_i)
\]

\[
= \prod_{j=1}^{n-2} f(x_j, b_n) \prod_{1 \leq i_1 < i_2 \leq n-1} g(b_{i_1}, b_{i_2})
\]

\[
+ \sum_{i=2}^{n-1} (-1)^{n-i} \prod_{j=1}^{n-3} f(x_j, b_i) \prod_{1 \leq i_1 < i_2 \leq n-1; i_1, i_2 \neq i} g(b_{i_1}, b_{i_2}) f(x_{n-2}, b_i)
\]

\[
+ \left\{ (-1)^{n-1} \prod_{j=1}^{n-3} f(x_j, b_1) \prod_{2 \leq i_1 < i_2 \leq n-1} g(b_{i_1}, b_{i_2}) \right\} f(x_{n-2}, b_1) \prod_{2 \leq i \leq n-1} g(b_i, b_n).
\]

Furthermore, a slight transformation on the known condition,

\[
\mathcal{L}_n^{(g)}(b_1, b_2, \cdots, b_{n-1})(f) = 0,
\]

leads to

\[
(-1)^{n-1} \prod_{j=1}^{n-3} f(x_j, b_1) \prod_{2 \leq i_1 < i_2 \leq n-1} g(b_{i_1}, b_{i_2})
\]

\[
= \sum_{i=2}^{n-1} (-1)^{n-1-i} \prod_{1 \leq i_1 < i_2 \leq n-1; i_1, i_2 \neq i} g(b_{i_1}, b_{i_2}) \prod_{j=1}^{n-3} f(x_j, b_i).
\]
Inserting this in the above identity and making some simplification yields that

\[
\mathcal{L}^{(g)}_n(b_1, b_2, \cdots, b_{n-1}, b_n)(f) = \prod_{1 \leq i_1 < i_2 \leq n-1} g(b_{i_1}, b_{i_2}) \prod_{j=1}^{n-2} f(x_j, b_n) \\
+ \sum_{i=2}^{n-1} (-1)^{n-i} \prod_{j=1}^{n-3} f(x_j, b_i) \left\{ \prod_{1 \leq i_1 < i_2 \leq n; i_1, i_2 \neq i} g(b_{i_1}, b_{i_2}) - f(x_{n-2}, b_1) \prod_{j=1}^{n-2} g(b_j, b_n) \prod_{1 \leq i_1 < i_2 \leq n; i_1, i_2 \neq i} g(b_{i_1}, b_{i_2}) \right\}
\]

\[
= \prod_{1 \leq i_1 < i_2 \leq n-1} g(b_{i_1}, b_{i_2}) \prod_{j=1}^{n-2} f(x_j, b_n) + \sum_{i=2}^{n-1} (-1)^{n-i} \prod_{j=1}^{n-3} f(x_j, b_i) \prod_{j=2, j \neq i}^{n-1} g(b_j, b_n) \\
\times \prod_{1 \leq i_1 < i_2 \leq n-1; i_1, i_2 \neq i} g(b_{i_1}, b_{i_2}) \{ g(b_1, b_n) f(x_{n-2}, b_i) - g(b_1, b_i) f(x_{n-2}, b_1) \}.
\]

Note that \( f(x, y) \in \text{Ker} \mathcal{L}^{(g)}_3 \). Thus, for \((b_1, b_i, b_n) \in \kappa^3 \), it also holds that

\[
g(b_1, b_n) f(x_{n-2}, b_i) - g(b_1, b_i) f(x_{n-2}, b_1) = g(b_1, b_i) f(x_{n-2}, b_n).
\]

Moreover, it is easily seen that

\[
g(b_1, b_i) \prod_{j=2, j \neq i}^{n-1} g(b_j, b_n) \prod_{1 \leq i_1 < i_2 \leq n; i_1, i_2 \neq i} g(b_{i_1}, b_{i_2}) \\
= \prod_{j=2}^{n-1} g(b_1, b_j) \prod_{2 \leq i_1 < i_2 \leq n; i_1, i_2 \neq i} g(b_{i_1}, b_{i_2}).
\]

Thus, to simplify the preceding identity by inserting these, we get

\[
(2.6) \quad \mathcal{L}^{(g)}_n(b_1, b_2, \cdots, b_{n-1}, b_n)(f) = \prod_{1 \leq i_1 < i_2 \leq n-1} g(b_{i_1}, b_{i_2}) \prod_{j=1}^{n-2} f(x_j, b_n) \\
+ f(x_{n-2}, b_n) \prod_{j=2}^{n-1} g(b_1, b_j) \sum_{i=2}^{n-1} (-1)^{n-i} \prod_{j=1}^{n-3} f(x_j, b_i) \prod_{2 \leq i_1 < i_2 \leq n; i_1, i_2 \neq i} g(b_{i_1}, b_{i_2}).
\]

Note that

\[
\prod_{1 \leq i_1 < i_2 \leq n-1} g(b_{i_1}, b_{i_2}) = \prod_{j=2}^{n-1} g(b_1, b_j) \prod_{2 \leq i_1 < i_2 \leq n; i_1, i_2 \neq i} g(b_{i_1}, b_{i_2}).
\]

When inserted in (2.6) and rearranged, it follows that

\[
\mathcal{L}^{(g)}_n(b_1, b_2, \cdots, b_{n-1}, b_n)(f) \\
= f(x_{n-2}, b_n) \prod_{j=2}^{n-1} g(b_1, b_j) \sum_{i=2}^{n-1} (-1)^{n-i} \prod_{2 \leq i_1 < i_2 \leq n; i_1, i_2 \neq i} g(b_1, b_i) \prod_{j=1}^{n-3} f(x_j, b_i) \\
= f(x_{n-2}, b_n) \prod_{j=2}^{n-1} g(b_1, b_j) \mathcal{L}^{(g)}_{n-1}(b_2, b_3, \cdots, b_n)(f), \quad \text{as desired.}
\]

Lemma 2.1 provides a full characterization of the kernels of Lagrange operators.
Theorem 2.1. Let $\mathcal{L}_n$ and $\mathcal{L}_n^{(g)}$, $\text{Ker}\mathcal{L}_n$ and $\text{Ker}\mathcal{L}_n^{(g)}$ be defined as above. Then for any integer $n \geq 4$, the following hold:

(i) $\text{Ker}\mathcal{L}_{n-1} = \text{Ker}\mathcal{L}_n$;  
(ii) $\text{Ker}\mathcal{L}_{n-1} \subseteq \text{Ker}\mathcal{L}_n^{(g)}$.

Proof. (i) Clearly, the identity (2.2) of Lemma 2.1 implies that $\text{Ker}\mathcal{L}_{n-1} \subseteq \text{Ker}\mathcal{L}_n$. On the other hand, if $f(x, y) \in \text{Ker}\mathcal{L}_n$, then by Definition 2.3 we see that for all $(b_1, b_2, \cdots, b_n) \in \kappa^n$,

$$\text{(2.7)} \quad \mathcal{L}_n(b_1, b_2, \cdots, b_n)(f) = 0.$$ 

Hence, setting $x_{n-2} = b_n$ in (2.1) and by the identity (2.1), we obtain directly that $\mathcal{L}_{n-1}(b_1, b_2, \cdots, b_{n-1})(f) = 0$, i.e., $f(x, y) \in \text{Ker}\mathcal{L}_{n-1}$, which means that $\text{Ker}\mathcal{L}_n \subseteq \text{Ker}\mathcal{L}_{n-1}$. Summing up, $\text{Ker}\mathcal{L}_{n-1} = \text{Ker}\mathcal{L}_n$.

(ii) Given $f(x, y) \in \text{Ker}\mathcal{L}_3^{(g)}$, it is easy to check that $f(x, y) \in \text{Ker}\mathcal{L}_n^{(g)}$. Therefore, starting from this and using the identity (2.3), the desired result follows easily by induction.

Corollary 2.1. Let $\mathcal{L}_n$ and $\mathcal{L}_n^{(g)}$, $\text{Ker}\mathcal{L}_n$ and $\text{Ker}\mathcal{L}_n^{(g)}$ be defined as above. Then for any integer $n \geq 3$,

$$\text{Ker}\mathcal{L}_3 = \text{Ker}\mathcal{L}_n, \quad \text{Ker}\mathcal{L}_3^{(g)} \subseteq \text{Ker}\mathcal{L}_n^{(g)}.$$ 

3. The proof of Theorem 1.3

Now, we are fully prepared to give the proof of the main theorem.

The proof of Theorem 1.3. First, assume that $f(x, y) \in \text{Ker}\mathcal{L}_3^{(g)}$. Now, to show $F = (f_{n,k})_{n,k \in \mathbb{Z}}$ and $G = (g_{n,k})_{n,k \in \mathbb{Z}}$ with entries given by (1.5) and (1.6), respectively, are inverse to each other, it suffices to show

$$\text{(3.1)} \quad \sum_{i=k}^{n} f_{n,i} g_{i,k} = \delta_{n,k}.$$ 

Obviously, by our assumption, (3.1) is valid for $n - k \leq 1$. Thus, it suffices to show $\sum_{i=k}^{n} f_{n,i} g_{i,k} = 0$ for $n - k \geq 2$. To do this, we compute

$$\sum_{i=k}^{n} f_{n,i} g_{i,k} = f(x_k, b_k) \times \sum_{i=k}^{n} \prod_{j=k+1}^{n} f(x_j, b_i) \prod_{j=k, j \neq i}^{n} g(b_j, b_i).$$

Therefore, we need only to show

$$\text{(3.2)} \quad \sum_{i=k}^{n} \prod_{j=k+1}^{n} f(x_j, b_i) \prod_{j=k, j \neq i}^{n} g(b_j, b_i) = 0.$$ 

For this, to multiply both sides of (3.2) by $\prod_{k \leq i_1 < i_2 \leq n} g(b_{i_1}, b_{i_2})$, and then to simplify by $g(b_i, b_j) = -g(b_j, b_i)$, we get another equivalent form of (3.2),

$$\text{(3.3)} \quad \sum_{i=k}^{n} (-1)^{n-k+1-i} \prod_{k \leq i_1 < i_2 \leq n, i_1, i_2 \neq i} g(b_{i_1}, b_{i_2}) \prod_{j=k+1}^{n} f(x_j, b_i) = 0,$$

which can be restated in terms of generalized Lagrange operator $\mathcal{L}_n^{(g)}$ as follows:

$$\mathcal{L}_n^{(g)}(b_k, b_{k+1}, \cdots, b_n)(f) = \delta_{n,k} \quad \text{for} \quad n - k \geq 2,$$

for any integers $n \geq 4$. By the identity (2.2) of Lemma 2.1, we can also conclude that $f \in \text{Ker}\mathcal{L}_n$. Therefore, starting from this and using the identity (2.3), the desired result follows easily by induction.
i.e., \( f(x, y) \in \text{KerL}^{(g)}_{n-k+1}, n-k+1 \geq 3 \), which is guaranteed by Corollary \(2.1\) and the known condition \( f(x, y) \in \text{KerL}^{(g)}_{3} \). Conversely, assume that \( F = (g_{n,k})_{n,k \in \mathbb{Z}} \) and \( G = (g_{n,k})_{n,k \in \mathbb{Z}} \) with entries given by \(1.5\) and \(1.6\), respectively, are inverse to each other. Then it holds that

\[
\text{L}^{(g)}_{n-k+1}(b_k, b_{k+1}, \cdots, b_n)(f) = \delta_{n,k} \quad \text{for} \quad n-k \geq 2,
\]

that is, \( f(x, y) \in \text{KerL}^{(g)}_{n-k+1}, n-k+1 \geq 3 \), which covers the desired result.

Summing up, we have finished the complete proof of theorem.

**Remark 3.1.** The referee pointed out that Theorem \(1.3\) can also be proved by adapting Warnaar’s inductive proof. We also tried Krattenthaler’s operator method, but succeeded only in the special case that \( f(x, y) = g(x, y) \). But here, we prefer the above operator proof because we believe it is helpful and suggestive for finding any multidimensional form of Theorem \(1.3\).

4. **Some explicit functions of KerL\(_3\) and KerL\(^{(g)}\)\(_3\)**

Theorem \(1.3\) clearly states that the matrix inversion \((1.5)/(1.6)\) depends on each function of KerL\(_3\) or KerL\(^{(g)}\)\(_3\). Thus, it is a very worthwhile research problem to find a complete characterization of the functions \( f(x, y) \) in these two kernels. While we are yet not able to do it in full generality, we give three families of such functions in the next theorem.

**Theorem 4.1.** Let KerL\(_3\) and KerL\(^{(g)}\)\(_3\) be defined as before. Then the following hold:

(i) If \( g(x, y) = (x - y)(1 - axy) \), then \((1 - xy)(x - ay) \in \text{KerL}^{(g)}_{3}\).

(ii) Let \( \theta(x) \) be defined as in Theorem \(1.2\). \( f(x, y) = y\theta(xy)\theta(x/y) \). Then \( f(x, y) \in \text{KerL}_{3}\).

(iii) Let \( n_i \ (i = 1, 2, \cdots, m) \) be nonnegative integers such that \( k_i < n_i \ (i < j) \), and \( a_i \in \kappa \ (i = 1, 2, \cdots, 2m - 3) \) arbitrary constants. Then

\[
f(x, y) = \sum_{i=1}^{2m-1} \sum_{j=i+1}^{m} a_1 a_{m+1-j} + 2i+1 (x^{n_i}y^{n_j} - x^{n_j}y^{n_i}) + \sum_{i=3}^{m} \sum_{j=i+1}^{m} (a_{i-1}a_{m+j-3} - a_{j-1}a_{m+i-3}) (x^{n_i}y^{n_j} - x^{n_j}y^{n_i}) \in \text{KerL}_{3}.
\]

**Proof.** (i) This can be verified in a straightforward way and is omitted here.

(ii) For this case, it suffices to check that \( f(x, y) = -f(y, x) \) and the special case \( f(x, y) = g(x, y) \) of \(1.7\) holds for all \( a, b, c, x \in \kappa \). Actually, from the property that \( \theta(x) = -x\theta(1/x) \), we find that

\[
f(x, y)/f(y, x) = \frac{y\theta(x/y)}{x\theta(y/x)} = -1, \quad \text{i.e.,} \quad f(x, y) = -f(y, x).
\]

On the other hand, the *addition formula* of the theta function \(19\) states that for all \( a, b, c \in \kappa \),

\[
\theta(ab, a/b, xc, x/c) - \theta(ac, a/c, xb, x/b) = \frac{x}{b} \theta(bc, b/c, xa, a/x),
\]
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where \( \theta(x_1, x_2, x_3, x_4) = \theta(x_1) \theta(x_2) \theta(x_3) \theta(x_4) \). Replacing \( \theta \) in the addition formula (4.1) by \( f(x, y) \), we obtain that

\[
\frac{1}{b}f(a, b)\frac{1}{c}f(x, c) - \frac{1}{c}f(a, c)\frac{1}{b}f(x, b) = \frac{x}{b}f(b, c)\frac{1}{x}f(a, x), \quad \text{i.e.,}
\]

\[
f(a, b)f(x, c) - f(a, c)f(x, b) + f(b, c)f(x, a) = 0, \quad \text{as desired.}
\]

(iii) In this case, we might assume that \( f(x, y) = \sum_{0 \leq r < s \leq +\infty} \lambda_{r,s}(x^r y^s - x^s y^r) \), where

\[
\lambda_{r,s} = \begin{cases} 
  a_1a_{m(i-1)+j-2i-1}, & r = n_i, s = n_j, i = 1, 2, i < j \leq m, \\
  a_{i-1}a_{m+j-3} - a_{j-1}a_{m+i-3}, & r = n_i, s = n_j, 3 \leq i < j \leq m, \\
  0, & \text{otherwise.}
\end{cases}
\]

Observe that to show \( f(x, y) \in \text{Ker}\mathcal{L}_3 \) amounts to checking that the special case \( f(x, y) = g(x, y) \) of (1.7) holds for all \( a, b, c, x \in \kappa \), that is, for all nonnegative integers \( p, q, r, s \), the coefficient of term \( a^p b^q c^r x^s \) in the left-hand side of (1.7) is zero. In fact, we need only to check that for all \( p, q, r, s \in \{n_1, n_2, \cdots, n_m\} \),

\[
\lambda_{p,q} \lambda_{r,s} - \lambda_{p,s} \lambda_{r,q} + \lambda_{q,s} \lambda_{r,p} = 0,
\]

which can be verified by direct calculation and is left to the reader.

Now we point out some relevant remarks on Theorem 4.1.

Remark 4.1. As an application of the case (iii), if we take in (4.1) \( m = 2, n_1 = 0, n_2 = 1, a_1 = -1, a_2 = 1 \), then \( f(x, y) = x - y \). Note that \( g(x, y) = f(x, y) \). Thus, (1.5)/(1.6) in Theorem 4.3 precisely yields Krattenthaler formula; Theorem 4.3 in the special case (i) corresponds to Krattenthaler’s corollary (see [9], (1.5)(1)/(1.5)(2)); Theorem 4.3 corresponding to \( f(x, y) = g(x, y) = y\theta(xy)\theta(x/y) \) is exactly Warnaar’s matrix inversion. Thus, it is reasonable to say that (1.7) is a generalization of the addition formula of the theta function. On the other hand, since the function \( f(x, y) \) in (iii) cannot always be expressed as the form in (ii) in terms of the theta function \( \theta \), Theorem 4.3 contains many matrix inversions not being covered by Warnaar’s matrix inversion. In other words, Theorem 4.3 is indeed a nontrivial generalization of Warnaar’s matrix inversion.

Further, if we still restrict ourselves to polynomials, then we can set up a constructive way to derive new matrix inversions from known ones. For this, we need the notation \( \kappa[x, y] \) and \( \Lambda_3[x, y] \) (resp. \( \Lambda_3^{(g)}[x, y] \)) to denote the ring of polynomials over \( \kappa \) and the set of all polynomials contained in \( \text{Ker}\mathcal{L}_3 \) (resp. \( \text{Ker}\mathcal{L}_3^{(g)} \)), respectively. Obviously, \( \Lambda_3^{(g)}[x, y] \) is a linear subspace of \( \text{Ker}\mathcal{L}_3^{(g)} \).

Definition 4.1. Suppose \( \Phi \) is a map from \( \kappa[x, y] \) to itself. If there exists a positive integer \( p \) and \( a_i \in \kappa, i = 0, 1, \cdots, p \), such that for all \( f(x, y) \in \kappa[x, y] \)

\[
\Phi(f)(x, y) = \sum_{0 \leq i,j \leq p} f(a_i, a_j)x^i y^j,
\]

then \( \Phi \) is said to be a polynomial transformation over \( \kappa[x, y] \).

Theorem 4.2. Let \( \Lambda_3^{(g)}[x, y] \subseteq \text{Ker}\mathcal{L}_3^{(g)} \) and \( \Phi \) be a polynomial transformation, defined as above. Then \( \Phi \) is a linear transformation from \( \Lambda_3^{(g)}[x, y] \) to \( \Lambda_3^{(\Phi(g))}[x, y] \).
Proof. Since $\Phi$ is a polynomial transformation, by Definition 4.1, there exists a positive integer $p$ and $a_i \in \kappa$, $i = 0, 1, \cdots, p$, such that

$$\Phi(f)(x,y) = \sum_{i,j=0}^{p} f(a_i, a_j)x^i y^j.$$ 

Obviously, $\Phi$ is linear and $\Phi(g)(x, y)$ is an antisymmetric polynomial. Thus, $L^3(\Phi(g))$ is well defined. We need only to show that $\Phi(f)(x, y) \in \text{Ker} L^3(\Phi(g))$, that is, for $a, b, c, x \in \kappa$,

$$\Phi(g)(a, b)\Phi(f)(x, c) - \Phi(g)(a, c)\Phi(f)(x, b) + \Phi(g)(b, c)\Phi(f)(x, a) = 0. \tag{4.3}$$

To do this, we compute the left-hand side of (4.3):

$$\Phi(g)(a, b)\Phi(f)(x, c) - \Phi(g)(a, c)\Phi(f)(x, b) + \Phi(g)(b, c)\Phi(f)(x, a) = \Phi(g)(a, b)$$
$$\times \sum_{i,j \geq 0}^{p} f(a_i, a_j)x^i c^j - \Phi(g)(a, c) \sum_{i,j \geq 0}^{p} f(a_i, a_j)x^i b^j + \Phi(g)(b, c) \sum_{i,j \geq 0}^{p} f(a_i, a_j)x^i a^j$$
$$= \sum_{i,j,k,m \geq 0}^{p} \{g(a_m, a_i)f(a_k, a_j) - g(a_m, a_j)f(a_k, a_i) + g(a_i, a_j)f(a_k, a_m)\} a^m b^i c^j x^k.$$

Since $f(x, y) \in \text{Ker} L^3(\Phi(g))$, it follows that

$$g(a, b)f(x, c) - g(a, c)f(x, b) + g(b, c)f(x, a) = 0.$$

Setting $a = a_m, b = a_i, c = a_j, x = a_k$ simultaneously in this identity yields that

$$g(a_m, a_i)f(a_k, a_j) - g(a_m, a_j)f(a_k, a_i) + g(a_i, a_j)f(a_k, a_m) = 0,$$

which leads to the desired result.

Precisely the same argument applied to the kernel $\Lambda_3[x, y]$ of Lagrange operator $L_3$ yields the following result.

**Theorem 4.3.** Let $\Lambda_3[x, y] \subseteq \text{Ker} L_3$ and let $\Phi$ be a polynomial transformation, defined as above. Then $\Phi(\Lambda_3[x, y]) \subseteq \Lambda_3[x, y]$, where $\Phi(\Lambda_3[x, y])$ is the image of $\Lambda_3[x, y]$ under $\Phi$.
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