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Abstract. Criteria for the existence of lifts of operators intertwining subnormal operators are established. The main result of the paper reduces lifting questions for general subnormal operators to questions about lifts of cyclic subnormal operators. It is shown that in general the existence of local lifts (i.e., those coming from cyclic parts) for a pair of subnormal operators does not imply the existence of a global lift. However this is the case when minimal normal extensions of subnormal operators in question are star-cyclic.

1. Introduction

The first characterization of operators which lift to the commutant of a minimal normal extension of a subnormal operator was formulated by Bram [3, Theorem 7] (Yoshino observed in [23] that the commutativity assumption in Bram’s theorem is superfluous). Afterwards it was extended to the case of intertwining operators by Embry [8] (see also [1, 5, 21] and the references therein). The present paper provides new characterizations of liftable operators. Our solutions are based on Mlak’s version of a result of Maserick [13]. Two of them, namely parts (iii_A) and (iv_M) of Theorem 3.2, deal with the multicyclic case. They are no longer true without assuming $TS_1 = S_2T$. Theorem 3.5 improves Embry’s solution of the lifting commutant problem [8]. Again the assumption $TS_1 = S_2T$ turns out to be indispensable. In Theorem 4.2 we prove that an intertwining operator between subnormal operators lifts to an intertwining operator between their minimal normal extensions if and only if (1) the restriction of the intertwining operator to each cyclic invariant subspace lifts, and (2) the supremum of the norms of the cyclic lifts is finite. Example 5.3 shows that condition (1) is not by itself sufficient. In the case of star-cyclic minimal normal extensions the hypothesis (2) can be dropped; cf. Theorem 6.2. The inspiration for writing this paper comes from [19].

2. Preliminaries

In what follows, $\mathbb{N}$ stands for the additive semigroup of all nonnegative integers. All linear spaces taken into consideration in this paper are assumed to be complex.
Given Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$, we denote by $\mathcal{B}(\mathcal{H}, \mathcal{K})$ the set of all bounded linear operators from $\mathcal{H}$ into $\mathcal{K}$. For simplicity we write $\mathcal{B}(\mathcal{H})$ instead of $\mathcal{B}(\mathcal{H}, \mathcal{H})$; $I_{\mathcal{H}}$ is the identity operator on $\mathcal{H}$. If $\mathcal{H} \subseteq \mathcal{K}$, $S \in \mathcal{B}(\mathcal{H})$, $T \in \mathcal{B}(\mathcal{K})$ and $Sf = Tf$ for all $f \in \mathcal{H}$, then we write $S \subseteq T$. We denote by $\text{lin} \ X$ (resp. $\sqrt{X}$) the linear span (resp. the closed linear span) of a subset $X$ of $\mathcal{H}$. An operator $S \in \mathcal{B}(\mathcal{H})$ is said to be subnormal if there exists a Hilbert space $\mathcal{K}$ and a normal operator $N \in \mathcal{B}(\mathcal{K})$ such that $S \subseteq N$; such $N$ is called a normal extension of $S$. If additionally $\mathcal{K} = \bigvee \{N^n f : f \in \mathcal{H}, n \in \mathbb{N}\}$, then $N$ is called a minimal normal extension of $S$ (see [5] for more details).

A commutative semigroup $(\Omega, +)$ is said to be a $\ast$-semigroup if it is equipped with a mapping $*: \Omega \to \Omega$, called an involution on $\Omega$, such that $(\xi + \upsilon)^* = \xi^* + \upsilon^*$ and $(\xi^*)^* = \xi$ for all $\xi, \upsilon \in \Omega$. An operator-valued function $\omega : \Omega \to \mathcal{B}(\mathcal{H})$ defined on a commutative $\ast$-semigroup $(\Omega, +, \ast)$ is said to be positive definite if

$$
\sum_{m,n=0}^{k} \langle \omega(v_n^* + v_m)f_m, f_n \rangle \geq 0, \quad \{v_m\}_{m=0}^{k} \subseteq \Omega, \quad \{f_m\}_{m=0}^{k} \subseteq \mathcal{H}, \quad k \in \mathbb{N}.
$$

We say that $\omega$ is weakly positive definite if for every vector $f \in \mathcal{H}$, the scalar function $\langle \omega(\cdot)f, f \rangle$ is positive definite on $\Omega$.

For further considerations it will be convenient to state beforehand, for easy reference, the following variant of the Maserick theorem (cf. [13] Theorem 3.2) which is due to Mlak (cf. [14] Proposition 9.6); see also [18] Corollary 4 and [20] Theorem 6.1 for generalizations.

**Theorem 2.1.** Let $(\Omega, +, \ast)$ be a commutative $\ast$-semigroup with zero and let $\omega : \Omega \to \mathcal{B}(\mathcal{H})$ be an operator-valued function such that $\sup_{\upsilon \in \Omega} \|\omega(\upsilon)\| < \infty$. Then $\omega$ is positive definite if and only if it is weakly positive definite.

3. Criteria for the existence of lifts

Suppose that:

(3.1) $\mathcal{H}_j$ is a closed linear subspace of a Hilbert space $\mathcal{K}_j$ and $S_j \in \mathcal{B}(\mathcal{H}_j)$ is a subnormal operator with a minimal normal extension $N_j \in \mathcal{B}(\mathcal{K}_j)$, $j = 1, 2$.

**Definition 3.1.** Put $\mathcal{I}(N_1, N_2) = \{R \in \mathcal{B}(\mathcal{K}_1, \mathcal{K}_2) : RN_1 = N_2 R\}$. We say that an operator $T \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)$ lifts to $\mathcal{I}(N_1, N_2)$ if there exists an operator $\hat{T} \in \mathcal{I}(N_1, N_2)$ such that $T \subseteq \hat{T}$; $\hat{T}$ is called a lift of $T$.

Note that such a $\hat{T}$ is unique. Indeed, by the Putnam-Fuglede theorem [15], $\hat{T}N_1^n = N_2^n \hat{T}$ and consequently

$$
\hat{T}N_1^n f = N_2^n \hat{T}f = N_2^n Tf, \quad f \in \mathcal{H}_1, \quad n \in \mathbb{N},
$$

which by the minimality of $N_1$ determines $\hat{T}$ uniquely (see also [3] Theorem 7).

The following theorem plays a significant role in further investigations.

**Theorem 3.2.** Let $\mathcal{H}_j$, $\mathcal{K}_j$, $S_j$ and $N_j$, $j = 1, 2$, be as in (3.1). Suppose that $\mathcal{M}$ is a linear subspace of $\mathcal{H}_1$ such that $\mathcal{H}_1 = \bigvee \{S_1^n f : f \in \mathcal{M}, n \in \mathbb{N}\}$. Let $T \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2)$. Then the following conditions are equivalent:

(i) $T$ lifts to $\mathcal{I}(N_1, N_2)$,
(ii) there exists a real number \( c \geq 0 \) such that

\[
\sum_{m,n=0}^{k} \langle S_{m}^{*}Tf_{m}, S_{n}^{*}Tf_{m} \rangle \leq c \sum_{m,n=0}^{k} \langle S_{m}^{*}f_{n}, S_{n}^{*}f_{m} \rangle
\]

for all finite sequences \( \{f_{m}\}_{m=0}^{k} \subseteq \mathcal{H}_{1} \).

(iii) there exists a real number \( c \geq 0 \) such that

\[
\sum_{m,n,p,q=0}^{k} \langle S_{m}^{*+p}Tf_{m,n}, S_{n}^{*+q}Tf_{p,q} \rangle \leq c \sum_{m,n,p,q=0}^{k} \langle S_{m}^{*+p}f_{m,n}, S_{n}^{*+q}f_{p,q} \rangle
\]

for all finite 2-sequences \( \{f_{m,n}\}_{m,n=0}^{k} \subseteq \mathcal{H}_{1} \).

(iii) \( TS_{1} = S_{2}T \) and there exists a real number \( c \geq 0 \) such that (3.3) holds for all finite 2-sequences \( \{f_{m,n}\}_{m,n=0}^{k} \subseteq \mathcal{M} \).

(iv) there exists a real number \( c \geq 0 \) such that

\[
\sum_{m,n,p,q=0}^{k} \langle S_{m}^{*+p}Tf_{m,n}, S_{n}^{*+q}Tf_{p,q} \rangle \lambda_{m,n,p,q} \leq c \sum_{m,n,p,q=0}^{k} \langle S_{m}^{*+p}f_{m,n}, S_{n}^{*+q}f_{p,q} \rangle \lambda_{m,n,p,q}
\]

for every \( f \in \mathcal{H}_{1} \) and for all finite 2-sequences \( \{\lambda_{m,n}\}_{m,n=0}^{k} \subseteq \mathbb{C} \).

Moreover, if (i) holds, then

(v) \( TS_{1} = S_{2}T \),

(vi) the smallest real number \( c \geq 0 \) satisfying condition (ii) (resp. (iii), (iii), (iv)), (iv), (iv)) is equal to \( \|T\|^{2} \).

Remark 3.3. The question arises as to whether Theorem (ii) still remains valid if we replace condition (ii) by its weak version:

(ii) there exists a real number \( c \geq 0 \) such that

\[
\sum_{m,n=0}^{k} \langle S_{m}^{*}Tf_{m}, S_{n}^{*}Tf_{m} \rangle \lambda_{m,n} \overline{\lambda}_{m} \leq c \sum_{m,n=0}^{k} \langle S_{m}^{*}f_{m}, S_{n}^{*}f_{m} \rangle \lambda_{m,n} \overline{\lambda}_{m}
\]

for every \( f \in \mathcal{H}_{1} \) and for all finite sequences \( \{\lambda_{m}\}_{m=0}^{k} \subseteq \mathbb{C} \).

The answer is negative. Indeed, take any subnormal operator \( S \in \mathcal{B}(\mathcal{H}) \) for which there exists an operator \( T \in \mathcal{B}(\mathcal{H}) \) in the commutant of \( S \) which does not lift to the commutant of a minimal normal extension of \( S \) (cf. [3 Chapter II, §10]). Set \( S_{1} = S_{2} := S \). Then (ii) is valid for \( c = \|T\|^{2} \) because

\[
\sum_{m,n=0}^{k} \langle S_{m}^{*}Tf, S_{n}^{*}Tf \rangle \lambda_{m,n} \overline{\lambda}_{m} = \|T \left( \sum_{m=0}^{k} \overline{\lambda}_{m} S_{m}^{*}f \right) \|^{2} \leq \|T\|^{2} \sum_{m,n=0}^{k} \langle S_{m}^{*}f, S_{n}^{*}f \rangle \lambda_{m,n} \overline{\lambda}_{m}.
\]

Remark 3.4. Regarding Theorem (iii), note that the implication (iii) \( \Rightarrow \) (i) is no longer true if the hypothesis \( TS_{1} = S_{2}T \) is dropped (though the equivalence (iii) \( \Leftrightarrow \) (iv) still holds; see the proof of Theorem (ii)). To see this consider the isometric unilateral shift \( S \in \mathcal{B}(\mathcal{H}) \) given by \( Se_{j} = e_{j+1} \) for \( j \geq 0 \), where \( \{e_{j}\}_{j=0}^{\infty} \)
is an orthonormal basis of a Hilbert space $\mathcal{H}$. Then $\mathcal{H} = \sqrt{\{S^n f : f \in \mathcal{M}, n \in \mathbb{N}\}}$ for $\mathcal{M} := \mathbb{C} e_0$. Set $S_1 = S_2 := S$ and $T := S^*$. Since $T e_0 = 0$, we conclude that the inequality (3.3) holds for all finite 2-sequences $\{f_{m,n}\}_{m,n=0}^k \subseteq \mathcal{M}$ (with arbitrary $c \geq 0$), whereas condition (i) is not fulfilled (because $TS \neq ST$).

**Proof of Theorem 5.2.** First, note that without any loss of generality we can assume that the operators $S_1$ and $S_2$ are contractions. Indeed, if they are not, it suffices to replace $S_1$, $S_2$, $N_1$ and $N_2$ by $\frac{1}{\alpha} S_1$, $\frac{1}{\alpha} S_2$, $\frac{1}{\alpha} N_1$ and $\frac{1}{\alpha} N_2$, respectively, where $\alpha$ is a positive real number such that $\alpha \geq \max\{\|S_1\|, \|S_2\|\}$.

If (i) holds, then (v) is valid because

$$TS_1 f = \hat{T} S_1 f = \hat{T} N_1 f = N_2 \hat{T} f = N_2 T f = S_2 T f, \quad f \in \mathcal{H},$$

(i)$\Leftrightarrow$(ii) This is a special case of Theorem 10 of [8].

(ii)$\Rightarrow$(iii) In view of (ii)$\Rightarrow$(i) and (i)$\Rightarrow$(v), we have $T S_1 = S_2 T$. Substituting $f_m = \sum_{q=0}^k S_1^q f_{m,q}$ into (3.2) and employing $T S_1 = S_2 T$, we get (3.3) after making the appropriate change of the summation indices.

(iii)$\Rightarrow$(ii) Applying (3.3) to $f_{m,n} = \delta_{n,0} f_m$ we obtain (3.2).

We now show that conditions (iii$\mathcal{M}$) and (iv$\mathcal{M}$) are equivalent without assuming that $T S_1 = S_2 T$. Indeed, substituting $f_{m,n} = \lambda_{m,n} f$ into (3.3), we get (3.4). For the converse, denote by $\Omega$ the *-semigroup $(\mathbb{N} \times \mathbb{N}, +, *)$ with the coordinatewise defined addition and with the involution $(m,n)^* = (n,m)$, $m,n \in \mathbb{N}$. There is no loss of generality in assuming that $\mathcal{M}$ is a closed linear subspace of $\mathcal{H}_1$. Since (3.4) is supposed to hold for every $f \in \mathcal{M}$ and for all finite 2-sequences $\{\lambda_{m,n}\}_{m,n=0}^k \subseteq \mathbb{C}$, the operator-valued function $\omega_\lambda : \Omega \rightarrow B(\mathcal{M})$ defined by

$$\omega_\lambda(m,n) = P(c S_1^m S_1^n - T^* S_2^m S_2^n T)|_{\mathcal{M}}, \quad m,n \in \mathbb{N},$$

where $P$ is the orthogonal projection of $\mathcal{H}_1$ onto $\mathcal{M}$, is weakly positive definite and uniformly bounded (as $\|S_1\|, \|S_2\| \leq 1$). By virtue of Theorem 2.1 $\omega_\lambda$ is positive definite, which means that (3.3) holds for all finite 2-sequences $\{f_{m,n}\}_{m,n=0}^k \subseteq \mathcal{M}$.

The above applied to $\mathcal{M} = \mathcal{H}_1$ yields the equivalence (iii)$\Leftrightarrow$(iv).

(iii$\mathcal{M}$)$\Rightarrow$(ii) Take a finite sequence $\{f_m\}_{m=0}^l \subseteq \mathcal{M}$ with entries in $\mathcal{H}_1$, one can extend the inequality (3.2) over all finite sequences $\{f_m\}_{m=0}^k$ with entries in $\mathcal{H}_1$. This justifies the validity of (iii$\mathcal{M}$)$\Rightarrow$(ii).

Since (ii) implies both (iii) and $T S_1 = S_2 T$, we conclude that (ii) implies (iii$\mathcal{M}$).

Summarizing, we have proved that all of conditions (ii), (iii), (iii$\mathcal{M}$), (iv) and (iv$\mathcal{M}$) are equivalent with the same constants $c$.

A careful inspection of the proof of Theorem 10 of [8] reveals that the smallest real number $c \geq 0$ satisfying (ii) is equal to $\|\hat{T}\|^2$. This and the aforementioned equivalences directly imply (vi). This completes the proof. \qed

The next result improves Theorem 13 of [8] (or rather its counterpart formulated for intertwining operators). It resembles a version of Embry’s characterization of subnormality [7] discovered by Lambert in [12]. Recall that a sequence $\{a_n\}_{n=0}^\infty$ of
real numbers is said to be a Hamburger moment sequence if there exists a positive Borel measure \( \mu \) on the real line \( \mathbb{R} \) such that \( a_n = \int_{\mathbb{R}} x^n \, d\mu(x) \) for all \( n \geq 0 \).

**Theorem 3.5.** Let \( H_j, K_j, S_j \) and \( N_j, j = 1, 2 \), be as in (3.1), and let \( T \in B(H_1, H_2) \). Then the following conditions are equivalent:

(i) \( T \) lifts to \( T(N_1, N_2) \),

(ii) \( TS_1 = S_2 T \) and there exists a real number \( c \geq 0 \) such that
\[
\sum_{m,n=0}^{k} \langle S_2^{m+n} T f_n, S_2^{m+n} T f_m \rangle \leq c \sum_{m,n=0}^{k} \langle S_1^{m+n} f_n, S_1^{m+n} f_m \rangle \tag{3.5}
\]
for all finite sequences \( \{ f_m \}_{m=0}^{k} \subseteq H_1 \),

(iii) \( TS_1 = S_2 T \) and there exists a real number \( c \geq 0 \) such that
\[
\sum_{m,n=0}^{k} \| S_2^{m+n} T f \|^2 \lambda_n \lambda_m \leq c \sum_{m,n=0}^{k} \| S_1^{m+n} f \|^2 \lambda_n \lambda_m \tag{3.6}
\]
for every \( f \in H_1 \) and for all finite sequences \( \{ \lambda_m \}_{m=0}^{k} \subseteq \mathbb{C} \),

(iv) \( TS_1 = S_2 T \) and there exists a real number \( c \geq 0 \) such that for every \( f \in H_1 \),
\[
\{ c \| S_1^m f \|^2 - \| S_2^m T f \|^2 \}_{m=0}^{\infty} \text{ is a Hamburger moment sequence.} \]

Moreover, if (i) holds, then

(v) the smallest real number \( c \geq 0 \) satisfying condition (ii) (resp. (iii), (iv)) is equal to \( \| T \|^2 \).

**Remark 3.6.** Regarding Theorem 3.5 note that conditions (ii), (iii) and (iv) still remain equivalent if we remove the assumption \( TS_1 = S_2 T \). However, this assumption is indispensable for the validity of (ii)\( \Rightarrow \) (i). To see this consider an arbitrary isometry \( S \in B(\mathcal{H}) \) and an operator \( T \in B(\mathcal{H}) \) which does not commute with \( S \) (cf. Remark 3.4). It is a matter of direct computation that the operators \( S_1 = S_2 := S \) and \( T \) satisfy (3.5) for all finite sequences \( \{ f_m \}_{m=0}^{k} \subseteq \mathcal{H} \) (with \( c = \| T \|^2 \)), though condition (i) is not fulfilled.

**Proof of Theorem 3.5.** As in the proof of Theorem 3.2 we can assume that the operators \( S_1 \) and \( S_2 \) are contractions.

(i)\( \Leftrightarrow \) (ii) This is a part of [8, Theorem 13] formulated for intertwining operators.

(ii)\( \Rightarrow \) (iii) Applying (3.5) to \( f_n = \lambda_n f \) we get (3.6).

(iii)\( \Rightarrow \) (ii) Denote by \( \Omega \) the additive *-semigroup \( (\mathbb{N}, +, * ) \) with the identity involution \( m^* = m, m \in \mathbb{N} \). Since (3.6) holds for every \( f \in H_1 \) and for all finite sequences \( \{ \lambda_m \}_{m=0}^{k} \subseteq \mathbb{C} \), the operator-valued function \( \omega_c : \Omega \to B(\mathcal{H}_1) \) defined by
\[
\omega_c(m) = cS_1^m S_1^{m*} - T^* S_2^m S_2^{m*} T, \quad m \in \mathbb{N},
\]
is weakly positive definite and uniformly bounded. By Theorem 2.1 \( \omega_c \) is positive definite, which means that (3.5) holds for all finite sequences \( \{ f_m \}_{m=0}^{k} \subseteq H_1 \).

(iii)\( \Leftrightarrow \) (iv) This is a direct consequence of Hamburger’s theorem (cf. [2, Theorem 6.2.2] or [17, Theorem 1.2]); the assumption \( TS_1 = S_2 T \) plays no role.

An inspection of the proof of Theorem 13 of [8] reveals that the smallest \( c \geq 0 \) satisfying (ii) is equal to \( \| T \|^2 \). The rest of (v) is now easily seen to be true. \( \square \)

\[1\] With a unique representing measure supported in the closed interval \([0, \max\{\| S_1 \|^2, \| S_2 \|^2\}]\) (compare with the proof of Lemma 3.3).
The comparison of Theorems 3.2 and 3.5 raises the following

**Question.** Does the multicyclic version of Theorem 3.5 hold true?

## 4. A LOCAL LIFTING THEOREM

For an operator $S \in B(\mathcal{H})$ in a Hilbert space $\mathcal{H}$, we define closed linear spaces:

\[
Q_{S,f} = \sqrt{\{S^n f : n \geq 0\}}, \quad f \in \mathcal{H},
\]

\[
Q_{S,f} = \sqrt{\{A_1 \ldots A_n f : A_1, \ldots, A_n \in \{S, S^*, I_\mathcal{H}\}, \ n \geq 1\}}, \quad f \in \mathcal{H}.
\]

It is clear that $Q_{S,f} \subseteq Q_{S,f}$, $Q_{S,f}$ is the smallest closed linear subspace of $\mathcal{H}$ which is invariant for $S$ and which contains $f$, and $Q_{S,f}$ is the smallest closed linear subspace of $\mathcal{H}$ which reduces $S$ and which contains $f$. Set $S_f = S|_{Q_{S,f}}$ and $S_f = S|_{Q_{S,f}}$. It is a matter of routine to show that if $S$ is subnormal and $N \in B(\mathcal{K})$ is a minimal normal extension of $S$, then $Q_{S,f} = Q_{N,f}$. $S_f$ is subnormal and $N^f$ is a minimal normal extension of $S_f$ for every $f \in \mathcal{H}$.

Let $S_1 \in B(\mathcal{H}_1)$ and $S_2 \in B(\mathcal{H}_2)$ be operators in Hilbert spaces $\mathcal{H}_1$ and $\mathcal{H}_2$, respectively. Set $S = (S_1, S_2)$. Consider an operator $T \in B(\mathcal{H}_1, \mathcal{H}_2)$ such that $TS_1 = S_2 T$. For $f \in \mathcal{H}_1$, define the operator $T_{S,f} \in B(Q_{S_1,f}, Q_{S_2,f})$ by

\[
T_{S,f} h := Th, \quad h \in Q_{S_1,f}.
\]

The definition is legitimate because $TS_1 = S_2 T$. It is plain to see that

\[
T_{S,f}(S_1)f = (S_2)T_f S_{S,f}, \quad f \in \mathcal{H}_1.
\]

A (bi)sequence \(\{c_{m,n}\}_{m,n=0}^\infty \subseteq \mathbb{C}\) is said to be a complex moment sequence if there exists a positive Borel measure $\mu$ on the complex plane $\mathbb{C}$ (called a representing measure of $\{c_{m,n}\}_{m,n=0}^\infty$) such that $c_{m,n} = \int_{\mathbb{C}} z^m \bar{z}^n d\mu(z)$ for all $m, n \geq 0$.

**Lemma 4.1.** Let $\mathcal{H}_j, K_j, S_j$ and $N_j$, $j = 1, 2$, be as in (3.1), and let $T \in B(\mathcal{H}_1, \mathcal{H}_2)$ satisfy the equality $TS_1 = S_2 T$. Fix a vector $f \in \mathcal{H}_1$. Then the following conditions are equivalent:

(i) $T_{S,f}$ lifts to $T(N_1^f, N_2^T f)$,

(ii) there exists a real number $c \geq 0$ such that

\[
\sum_{m,n,p,q=0}^k \langle S_2^{m+p} T f, S_2^{m+q} T f \rangle \lambda_{m,n} \bar{\lambda}_{p,q} \leq c \sum_{m,n,p,q=0}^k \langle S_1^{m+p} f, S_1^{m+q} f \rangle \lambda_{m,n} \bar{\lambda}_{p,q}
\]

for all finite $2$-sequences \(\{\lambda_{m,n}\}_{m,n=0}^k \subseteq \mathbb{C}\),

(iii) there exists a real number $c \geq 0$ such that the sequence \(\{c(S_1^{m} f, S_1^{n} f) - (S_2^{m} T f, S_2^{n} T f)\}_{m,n=0}^\infty \) is a complex moment sequence.

Moreover, if (i) holds, then

(iv) $\|T_{S,f}\|^2 = \min\{c \geq 0 : c \text{ satisfies (ii)}\} = \min\{c \geq 0 : c \text{ satisfies (iii)}\}$.

**Proof.** (i)$\Leftrightarrow$(ii) Apply Theorem 3.2 to the subnormal operators $(S_1)_f, (S_2)_T$ intertwined by $T_{S,f}$, to their minimal normal extensions $N_1^f, N_2^T f$, and to $M = C_f$.

(ii)$\Rightarrow$(iii) Set $a = c\|f\|^2 + \|T_f\|^2$ and $b = \max\{\|S_1\|, \|S_2\|\}$. Since the sequence $c_{m,n} := c(S_1^{m} f, S_1^{n} f) - (S_2^{m} T f, S_2^{n} T f)$, $m, n \geq 0$, is positive definite on the
Moreover, if (i)
\begin{equation}
\text{(4.2)}
\end{equation}
holds, then the set \( M \), and the reverse implication (iii)\,\Rightarrow\,(ii) is obvious.

We are now ready to prove the main result of the paper.

**Theorem 4.2.** Let \( \mathcal{H}_j, K_j, S_j \) and \( N_j, j = 1, 2 \), be as in (3.1). Suppose that \( M \) is a linear subspace of \( \mathcal{H}_1 \) such that \( \mathcal{H}_1 = \bigvee \{ S_n^+ f : f \in M, n \in \mathbb{N} \} \). Let \( T \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \). Then the following conditions are equivalent:

(i) \( T \) lifts to \( \mathcal{I}(N_1, N_2) \),

(ii) \( TS_1 = S_2 T \), the operator \( T S_{1, f} \) lifts to \( \mathcal{I}(N_1^f, N_2^T f) \) for every \( f \in M \), and

\begin{equation}
\sup_{h \in M} \| \widehat{T S_{1, h}} \| < \infty.
\end{equation}

Moreover, if (i) holds, then

\begin{equation}
\| \widehat{T} \| = \sup_{h \in M} \| \widehat{T S_{1, h}} \|.
\end{equation}

**Proof.** (i)\,\Rightarrow\,(ii) That \( TS_1 \) equals \( S_2 T \) follows from Theorem 3.2. Take a vector \( f \in M \). By the Putnam-Fuglede theorem, we have \( \widehat{T N_1^*} = N_2^T \), which together with \( \widehat{T N_1} = N_2^T \) implies that \( \widehat{T (Q^{N_1 f})} \subseteq Q^{N_2^T f} \). One can now check that \( \widehat{T|_{Q^{N_1 f}}} \subseteq \mathcal{B}(Q^{N_1 f}, Q^{N_2^T f}) \) has the following properties:

\[
T S_{1, f} \subseteq \widehat{T|_{Q^{N_1 f}}} \quad \text{and} \quad \widehat{T|_{Q^{N_1 f}}} N_{1 f}^f = N_{2 f}^{T f} \widehat{T|_{Q^{N_1 f}}}.
\]

Hence, by the uniqueness of \( \widehat{T S_{1, f}} \), we must have \( \widehat{T S_{1, f}} = \widehat{T|_{Q^{N_1 f}}} \). As a consequence, the left-hand side of (4.3) is greater than or equal to its right-hand side.

(ii)\,\Rightarrow\,(i). Take \( f \in M \). By Lemma 4.1 we have

\[
\sum_{m,n,p,q=0}^k \langle S_2^{n+p} T f, S_2^{m+q} T f \rangle \lambda_{m,n} \bar{\lambda}_{p,q} \leq \| \widehat{T S_{1, f}} \|^2 \sum_{m,n,p,q=0}^k \langle S_1^{n+p} f, S_1^{m+q} f \rangle \lambda_{m,n} \bar{\lambda}_{p,q}
\]

for all finite 2-sequences \( \{ \lambda_{m,n} \}_{m,n=0}^k \subseteq \mathbb{C} \). This and (4.2) combined with the implication (iv)\,\Rightarrow\,(i) of Theorem 3.2 yields (i) and shows that the left-hand side of (4.3) is less than or equal to its right-hand side, which completes the proof.

**Proposition 4.3.** Let \( \mathcal{H}_j, K_j, S_j \) and \( N_j, j = 1, 2 \), be as in (3.1). Suppose that \( T \in \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \) satisfies the following condition:

(L) \( TS_1 = S_2 T \) and the operator \( T S_{1, f} \) lifts to \( \mathcal{I}(N_1^f, N_2^T f) \) for every \( f \in \mathcal{H}_1 \).

Then the set

\begin{equation}
\text{(4.4)}
\end{equation}

\[
W_{S, T} := \left\{ f \in \mathcal{H}_1 : \exists \varepsilon > 0 \sup_{h \in \mathcal{H}_1 : \| h - f \| < \varepsilon} \| \widehat{T S_{1, h}} \| < \infty \right\}
\]

is open and dense in \( \mathcal{H}_1 \).

\[\text{Note that if } f \in W_{S, T} \text{ and } \varepsilon > 0 \text{ as in (4.4), then the function } \mathcal{H}_1 \ni h \rightarrow \| \widehat{T S_{1, h}} \| \text{ is bounded on the open cone } \bigcup_{\lambda \in \mathbb{C} \setminus \{ 0 \}} \{ h \in \mathcal{H}_1 : \| h - \lambda f \| < \varepsilon |\lambda| \} \text{ (because } \| \widehat{T S_{1, h}} \| = \| T S_{1, h} \|).\]
Proof. For real \( c \geq 0 \), we denote by \( Z_c \) the set of all \( f \in H_1 \) for which the inequality (4.1) holds for all finite 2-sequences \( \{\lambda_{m,n}\}_{m,n=0}^\infty \subseteq \mathbb{C} \). Note that each \( Z_c \) is closed. By Lemma 4.1, we have

\[
(4.5) \quad f \in Z_c \quad \text{if and only if} \quad \|\hat{T}_{S,f}\| \leq \sqrt{c}.
\]

Set \( U_h(\varepsilon) = \{ f \in H_1 : \| f - h \| < \varepsilon \} \) for \( h \in H_1 \) and \( \varepsilon > 0 \). Take \( g \in H_1 \) and \( r > 0 \). Then \( X_{g,n} := Z_n \cap U_g(\frac{1}{n+2}r) \), \( n \geq 1 \), form an increasing sequence of closed sets. It follows from (L) and (ii) that \( U_g(r) = \bigcup_{n=1}^\infty X_{g,n} \). By the Baire category theorem, there exist \( n_0 \geq 1 \), \( f_0 \in X_{g,n_0} \) and \( \varepsilon > 0 \) such that \( U_{f_0}(\varepsilon) \subseteq X_{g,n_0} \subseteq Z_{n_0} \). This and (4.5) implies that \( f_0 \in W_{S,T} \cap U_g(r) \), which completes the proof. \( \square \)

5. Examples

We now illustrate the theme of the paper with three examples. First, we construct an injective operator \( T \) intertwining cyclic subnormal operators \( S_1 \) and \( S_2 \), for which the operator \( T_{S,f} \) lifts to \( \mathcal{T}(N_1^f, N_2^{T_f}) \) if and only if \( f = 0 \).

Example 5.1. Let \( \{e_j\}_{j=0}^\infty \) be an orthonormal basis of a Hilbert space \( H \). Consider the isometric unilateral shift \( S_1 \in B(H) \) and the weighted shift \( S_2 \in B(H) \) given by \( S_1e_j = e_{j+1} \) and \( S_2e_j = \sqrt{\frac{2j+3}{2j+5}}e_{j+1} \) for \( j \geq 0 \). Since

\[
\|S_2^j e_0\|^2 = \frac{1}{2j+1} = \int_{[0,1]} t^{2j} \, dt, \quad j \geq 0,
\]

the Berger-Gellar-Wallen criterion \([12,11]\) yields the subnormality of \( S_2 \). The operator \( T \in B(H) \) defined by \( Te_j = \sqrt{2j+3}e_j, j \geq 0 \), satisfies the equality \( TS_1 = S_2T \).

Take \( f = \sum_{j=0}^\infty \alpha_j e_j \in H \). Suppose that \( T_{S,f} \) lifts to \( \mathcal{T}(N_1^f, N_2^{T_f}) \). By the implication (i) \( \Rightarrow \) (ii) of Lemma 4.1, the inequality (3.6) holds for all finite sequences \( \{\lambda_{m}\}_{m=0}^k \subseteq \mathbb{C} \). For \( k = 1 \), \( \lambda_0 = 1 \) and \( \lambda_1 = -1 \) the left-hand side of (3.6) equals

\[
\sum_{j=0}^\infty |\alpha_j|^2 \left( \frac{1}{2j+1} - \frac{2}{2j+3} + \frac{1}{2j+5} \right) = \sum_{j=0}^\infty \frac{8 |\alpha_j|^2}{(2j+1)(2j+3)(2j+5)},
\]

while its right-hand side vanishes. Hence we must have \( f = 0 \).

Next, we examine an example due to Deddens \([9]\). We show that \( T_{S,f} \) lifts to \( \mathcal{T}(N_1^f, N_2^{T_f}) \) if and only if \( f \) is orthogonal to the cyclic vector \( e_0 \) of \( S_1 \).

Example 5.2. Let \( H, \{e_j\}_{j=0}^\infty \) and \( S_1 \) be as in Example 5.1. \( S_2 = 0 \) on \( H \) and \( T := I_H - S_1S_1^* = \) the orthogonal projection of \( H \) onto \( \mathbb{C}e_0 \). Then \( TS_1 = S_2T \).

Take \( f = \sum_{j=0}^\infty \alpha_j e_j \in H \). If \( Tf = 0 \), then condition (ii) of Lemma 4.1 is fulfilled (with \( c = 0 \)). In turn, if \( Tf \neq 0 \), then for \( k = 1 \), \( \lambda_0 = 1 \) and \( \lambda_1 = -1 \) the left-hand side of (3.6) is equal to \( \|Tf\|^2 > 0 \), while its right-hand side vanishes.

The third example shows that the implication (ii) \( \Rightarrow \) (i) of Theorem 4.2 is no longer true if the hypothesis (1.2) is dropped.

Example 5.3. Let \( \varrho_1 \) be the normalized Lebesgue measure on the unit circle \( \mathbb{T} \) and let \( \varrho_2 \) be the one-dimensional Lebesgue measure on the closed interval \([0, \frac{1}{2}]\). Set \( \mu_n = \varrho_1 + \varrho_2 \) and \( \nu_n = \varrho_2|_{[\frac{1}{2n+1}, \frac{1}{2n+\frac{1}{2}}]} \) for all integers \( n \geq 1 \). As usual, \( H^2 \) stands for the Hardy space (both interpretations of \( H^2 \) are exploited; cf. \([16]\)).
Lemma 5.4. For every \( f \in H^2 \), \( \|f\|_{H^2} \leq \|f\|_{L^2(\mu)} \leq \sqrt{\frac{5}{2}} \|f\|_{H^2} \).

Proof. This can be deduced from the inequality (cf. [10], page 194)

\[
|f(z)| \leq \frac{1}{\sqrt{1-|z|^2}} \|f\|_{H^2} \leq \frac{2}{\sqrt{3}} \|f\|_{H^2}, \quad z \in \mathbb{C}, \ |z| \leq \frac{1}{2}, \ f \in H^2.
\]

Let \( \xi(z) = z \) for \( z \in \mathbb{C} \). Set \( K_1 = \bigoplus_{n=1}^{\infty} L^2(\mu_n) \), \( K_2 = \bigoplus_{n=1}^{\infty} L^2(\nu_n) \),

\[
H_1 = \{ f = (f_n)_{n=1}^{\infty} \in K_1 : f_n \in \xi^n \cdot H^2 \text{ for all } n \geq 1 \}
\]

and \( H_2 = K_2 \). By Lemma 5.3 \( H_1 \) is a closed linear subspace of \( K_1 \). Denote by \( M_{\mu_n} \) (resp. \( M_{\nu_n} \)) the operator of multiplication by \( \xi \) on \( L^2(\mu_n) \) (resp. \( L^2(\nu_n) \)). Then \( N_1 := \bigoplus_{n=1}^{\infty} M_{\mu_n} \) and \( N_2 := \bigoplus_{n=1}^{\infty} M_{\nu_n} \) are bounded normal operators on \( K_1 \) and \( K_2 \), respectively. It is clear that \( N_1(H_1) \subseteq H_1 \). Set \( S_1 = N_1|_{H_1} \) and \( S_2 = N_2 \). Define the operator \( R : K_1 \supseteq D(R) \rightarrow K_2 \) as follows:

\[
D(R) = \left\{ f = (f_n)_{n=1}^{\infty} \in K_1 : \sum_{n=1}^{\infty} \int \left| \frac{1}{\xi} f_n \right|^2 \mathrm{d}\nu_n < \infty \right\},
\]

\[
Rf = \left( \frac{1}{\xi} f_n \bigg|_{\frac{1}{2n+1}, \frac{1}{2n+2}} \right)_{n=1}^{\infty}, \quad f = (f_n)_{n=1}^{\infty} \in D(R).
\]

It is a routine verification that the operator \( R \) is closed, \( N_1(K_1) \subseteq D(R) \) and

\[
RN_1 f = N_2 Rf, \quad f \in D(R).
\]

Set \( X = \mathbb{T} \cup [0, \frac{1}{2}] \). For \( \varphi : X \rightarrow \mathbb{C} \) and \( f = (f_n)_{n=1}^{\infty} \in K_1 \), we write \( \varphi f = (\varphi f_n)_{n=1}^{\infty} \).

Lemma 5.5. For every \( f \in K_1 \),

\[
Q^{N_1,f} = \{ \varphi f : \varphi \text{ complex Borel function on } X, \varphi f \in K_1 \}.
\]

Proof. Let \( Q^{N_1,f} \) be the right-hand side of (5.3) and \( \sigma \) be the Borel measure on \( X \) defined by \( \mathrm{d}\sigma = \sum_{n=1}^{\infty} |f_n|^2 \mathrm{d}\mu_n \). Since \( \sigma(X) = \sum_{n=1}^{\infty} \|f_n\|^2_{L^2(\mu_n)} = \|f\|_{K_1}^2 \), the measure \( \sigma \) is finite. By the Stone-Weierstrass theorem and [10] Theorems 2.18 and 3.14, the set \( \mathbb{C}[z, \bar{z}] \) of all complex polynomials in \( z \) and \( \bar{z} \) is dense in \( L^2(\sigma) \). This, the equality \( Q^{N_1,f} \) = closure\{\( \varphi f : \varphi \in \mathbb{C}[z, \bar{z}] \)\} and the fact that the map \( L^2(\sigma) \ni \varphi \mapsto \varphi f \in Q^{N_1,f} \) is a unitary isomorphism lead to [10].

\[\Box\]

Lemma 5.6. For every \( f \in H_1 \), \( Q^{N_1,f} \subseteq D(R) \).

Proof. By (5.3), it suffices to show that if \( f = (f_n)_{n=1}^{\infty} \in H_1 \setminus \{0\} \) and \( \varphi \) is a complex Borel function on \( X \) such that \( \varphi f \in K_1 \), then \( \varphi f \in D(R) \). Let \( n_0 \geq 1 \) be such that \( f_{n_0} \neq 0 \) and let \( k \geq 1 \) be the order of the zero of \( f_{n_0} \) at zero. Since \( f_{n_0} \in H^2 \setminus \{0\} \), there exists \( \varepsilon \in (0, \frac{1}{2}) \) such that \( f_{n_0} \) has no zero in \( (0, \varepsilon) \). Hence there exists a real number \( c > 0 \) such that

\[
|f_{n_0}(z)| \geq c|z|^k, \quad z \in [0, \varepsilon].
\]
It is easily seen that
\begin{equation}
\int_0^\varepsilon \frac{1}{\varepsilon} |\varphi f_n|^2 \, d\nu_n \leq 2^{(\kappa+1)} \int |\varphi f_n|^2 \, d\mu_n, \quad n = 1, \ldots, \kappa,
\end{equation}
\begin{equation}
\int_0^\varepsilon \frac{1}{\varepsilon} |\varphi f_n|^2 \, d\nu_n \leq \frac{1}{\varepsilon} \int_0^\varepsilon |\varphi f_n|^2 \, d\nu_n \leq \frac{1}{\varepsilon^2} \int |\varphi f_n|^2 \, d\mu_n, \quad n = 1, 2, \ldots.
\end{equation}
Since \( f_n \in \xi^* \cdot H^2 \), there exists \( g_n \in H^2 \) such that \( f_n = \xi^* g_n \) and \( \|f_n\|_{H^2} = \|g_n\|_{H^2} \).
This, \( (5.1) \) and \( (5.4) \) yield
\[ \frac{1}{z} \varphi(z) f_n(z) = |z|^{\kappa+1} |\varphi(z)| |g_n(z)| \leq 1 + \frac{1}{\varepsilon} |\varphi(z)| \frac{2}{\sqrt{3}} \|f_n\|_{H^2} \]
for all \( z \in (0, \varepsilon] \) and \( n > \kappa \). Thus
\begin{equation}
\int_0^\varepsilon \frac{1}{\varepsilon} |\varphi f_n|^2 \, d\nu_n \leq c' \int_0^\varepsilon |\varphi f_n|^2 \, d\nu_n \|f_n\|^2_{H^2} \leq c' \|\varphi f\|^2_{L^2(\mu_n)}, \quad n > \kappa,
\end{equation}
where \( c' := \frac{4}{3\varepsilon} \). Combining \( (5.5) \), \( (5.6) \) and \( (5.7) \), we get
\[ \sum_{n=1}^\infty \int \frac{1}{\varepsilon} |\varphi f_n|^2 \, d\nu_n < \infty, \]
which means that \( \varphi f \in D(R) \) (in fact, we have proved that \( R|_{Q^{N_1,f}} \) is bounded).

By Lemma 5.6 and the closed graph theorem, the operators \( T := R|_{H_1} \) and \( R|_{Q^{N_1,f}} \) are bounded for all \( f \in H_1 \). According to \( (5.2) \), \( T S_1 = S_2 T \). Fix \( f \in H_1 \). By the definition of \( R \) and the explicit formulae for \( N_1 \) and \( N_2 \), we have \( R(N_1^{*} N_3^{*} f) = N_2^{*} N_3^{*} R f \) for all \( m, n \geq 0 \). This and the boundedness of \( R|_{Q^{N_1,f}} \) imply that \( R(Q^{N_1,f}) \subseteq Q^{N_2,Rf} \), which together with \( (5.2) \) leads to \( R|_{Q^{N_1,f}} = N_2^{*} R|_{Q^{N_1,f}} \). Since \( T S_1 \subseteq R|_{Q^{N_1,f}} \), we conclude that \( T S_1 \) lifts to \( T (N_1^{*}, N_2^{*} f) \) and \( T S_1 = R|_{Q^{N_1,f}} \). We show that \( T \) does not lift to \( T (N_1, N_2) \). Indeed, if \( T \) had a lift \( \bar{T} \in T (N_1, N_2) \), then \( \bar{T} \) would have to agree with \( R \) on \( \mathcal{E} := \lim_{h \to H_1} Q^{N_1,h} \), because in view of the proof of Theorem 4.2 \( T|_{Q^{N_1,h}} = \bar{T|_{Q^{N_1,h}}} = R|_{Q^{N_1,h}} \) for all \( h \in H_1 \). However, the operator \( R \) is not bounded on \( \mathcal{E} \). Indeed, for \( n \geq 1 \), \( (\delta_{n,k} \xi^n)^{\infty}_{k=1} \) is in \( H_1 \) and consequently by \( (5.3) \) \( (\delta_{n,k} \xi^n)^{\infty}_{k=1} = \frac{1}{\varepsilon} (\delta_{n,k} \xi^n)^{\infty}_{k=1} \) belongs to \( \mathcal{E} \). Since \( \|R((\delta_{n,k} \xi^n)^{\infty}_{k=1})\|_{L^2} = 2^n + 1 - 2 \) and \( \| (\delta_{n,k} \xi^n)^{\infty}_{k=1} \|_{L^2} = 2^n + 1 - 2 \) for all \( n \geq 1 \), \( R|_{\mathcal{E}} \) is not bounded. Moreover, once again by \( (5.3) \) \( (\delta_{n,k} \varphi)^{\infty}_{k=1} = \varphi \frac{\sqrt{3}}{\varepsilon} (\delta_{n,k} \xi^n)^{\infty}_{k=1} \in \mathcal{E} \) for all \( \varphi \in L^2(\mu_n) \), which implies that \( N_1 \) is a minimal normal extension of \( S_1 \).

6. The case of star-cyclic minimal normal extensions

Let \( N \in B(H) \) be a normal operator on a Hilbert space \( H \) and let \( E \) be its spectral measure. Recall that \( e \in H \) is a star-cyclic vector for \( N \) if \( Q^{N,e} = H \); denote by \( C_N \) the set of all such vectors. If \( C_N \neq \emptyset \), then \( N \) is called star-cyclic. A vector \( e \in H \) is said to be a separating vector for \( N \) if the measures \( (E(\cdot)e,e) \) and \( E \) are mutually absolutely continuous (cf. [5 page 249]). It is clear that \( C_N \) is contained in the set of all separating vectors for \( N \). If \( N \) is star-cyclic, then \( e \in \mathcal{H} \) is a star-cyclic vector for \( N \) if and only if \( e \) is a separating vector for \( N \). This is a direct consequence of [1] Theorem IX.3.4 and the following lemma.

Lemma 6.1. If \( N \) is the operator of multiplication by the independent variable \( z \) on \( L^2(\mu) \), where \( \mu \) is a finite compactly supported Borel measure on \( C \), then
\begin{equation}
Q^{N,e} = \{ \psi e \in L^2(\mu) : \psi \text{ complex Borel function on } C \} = L^2(\mu_{\text{supp}(e)})
\end{equation}
for every $e \in L^2(\mu)$, where $\text{supp}(e) := \{w \in \mathbb{C} : e(w) \neq 0\}$, and

\begin{equation}
C_N = \{e \in L^2(\mu) : e \neq 0 \text{ a.e. } [\mu]\} = \text{the set of all separating vectors for } N.
\end{equation}

**Proof.** Adapting the proof of Lemma 5.3, we get the equality appearing on the left-hand side of (6.1). The other equality of (6.1) is easily seen to be true. Since $\langle E(\cdot)e, e \rangle = \int_{\cdot} |e|^2 d\mu$, where $E$ is the spectral measure of $N$ (cf. [4] Example IX.2.5]), we verify that $e \in L^2(\mu)$ is a separating vector for $N$ if and only if $e \neq 0$ a.e. $[\mu]$. Thus (6.2) results from (6.1). This completes the proof. \(\square\)

**Theorem 6.2.** Let $H_j$, $K_j$, $S_j$ and $N_j$, $j = 1, 2$, be as in (6.3), and let $T \in B(H_1, H_2)$. Assume that the operators $N_1$ and $N_2$ are star-cyclic. Suppose $TS_1 = S_2T$ and $T_{S_1}$ lifts to $\mathcal{I}(N_1^1, N_2^1)$ for all $f \in H_1$. Then $T$ lifts to $\mathcal{I}(N_1, N_2)$.

**Proof.** In view of [4], Theorem IX.3.4, we can assume that $K_j = L^2(\mu_j)$, where $\mu_j$ is a finite compactly supported Borel measure on $\mathbb{C}$ and $N_j$ is the operator of multiplication by the independent variable $z$ on $L^2(\mu_j)$, $j = 1, 2$. Define the set $Y = \{z \in \mathbb{C} : h_1(z) > 0 \text{ and } h_2(z) > 0\}$, where $h_j = d\mu_j / d(\mu_1 + \mu_2)$ for $j = 1, 2$.

**Step 1.** If $u \in C_{N_1} \cap H_1$, then $T(Q_{S_1}u) \subseteq L^2(\mu_2|Y)$.

Indeed, since $\hat{T}_{S_1}u \in \mathcal{I}(N_1, N_2)$, we infer from [1] Theorem 1 that $\hat{T}_{S_1}u = \varphi_uf$ for $f \in L^2(\mu_1)$, where $\varphi_u$ is a Borel function on $\mathbb{C}$ such that $\varphi_u = 0$ on $\mathbb{C} \setminus Y$ a.e. $[\mu_2]$. Hence $T(Q_{S_1}u) \subseteq \hat{T}_{S_1}(Q_{N_1}u) \subseteq L^2(\mu_2|Y)$.

**Step 2.** $T(H_1) \subseteq H_2 \cap L^2(\mu_2|Y)$.

By Step 1, $T(C_{N_1} \cap H_1) \subseteq H_2 \cap L^2(\mu_2|Y)$. Since by [3] Proposition V.17.14 and Lemma 6.4.3 the set $C_{N_1} \cap H_1$ is dense in $H_1$, we get $T(H_1) \subseteq H_2 \cap L^2(\mu_2|Y)$.

**Step 3.** Reduction of the proof to the case $\mu_2 = \mu_1$.

By Step 2, we can assume that $\mu_2 = \mu_2|Y$. Then the measures $\mu_1|Y$ and $\mu_2$ are mutually absolutely continuous and hence the map $U : L^2(\mu_2) \ni f \mapsto f \cdot \sqrt{p} \in L^2(\mu_1|Y)$, where $p := d\mu_2 / d\mu_1|Y$, is a unitary isomorphism which intertwines the multiplication operators by $z$ on $L^2(\mu_2)$ and $L^2(\mu_1|Y)$, respectively. This enables us to reduce the general situation to the case $\mu_2 = \mu_1|Y$ and then to $\mu_2 = \mu_1$.

From now on, we assume that $\mu_2 = \mu_1 = \mu$ and $N_2 = N_1 = N$. For $u \in H_1$, we define $\hat{T}_{S_1}u \in B(L^2(\mu))$ by $\hat{T}_{S_1}u = \hat{T}_{S_2}u \circ P_u$, where $P_u$ is the orthogonal projection of $L^2(\mu)$ onto $Q^{N,u}$. Then $\hat{T}_{S_1}u \subseteq \hat{T}_{S_2}u$, $\|\hat{T}_{S_1}u\| = \|\hat{T}_{S_2}u\|$ and by Lemma 6.1 $\hat{T}_{S_1}uN = N\hat{T}_{S_2}u$. Hence there exists a unique $\varphi_u \in L^\infty(\mu)$ such that

\begin{equation}
\hat{T}_{S_1}u(f) = \varphi_u \cdot f \text{ for all } f \in L^2(\mu), \text{ and } \|\varphi_u\|_{L^\infty(\mu)} = \|\hat{T}_{S_1}u\|.
\end{equation}

**Step 4.** If $u, v \in C_N \cap H_1$, then $\varphi_u = \varphi_v$ a.e. $[\mu]$.

Fix real $0 < \varepsilon < \mu(\mathbb{C})$. By Luzin’s theorem and Lemma 6.1 there exists a compact set $Z_\varepsilon \subseteq \mathbb{C}$ such that $\mu(\mathbb{C} \setminus Z_\varepsilon) < \varepsilon$ (hence $\mu(Z_\varepsilon) > 0$), $\text{supp} \mu|Z_\varepsilon = Z_\varepsilon$, the functions $u, v, \varphi_u$ and $\varphi_v$ are continuous on $Z_\varepsilon$, and $u(w)v(w) \neq 0$ for all $w \in Z_\varepsilon$. Take $z \in Z_\varepsilon$ and set $c_z = -u(z) / v(z)$. By (6.3), there exists a Borel set $X_0 \subseteq \mathbb{C}$ such that

\begin{equation}
|\varphi_u + c_zv(w)| < \|\hat{T}_{S_1}u+c_zv\|, \quad w \in X_0,
\end{equation}

and $\mu(\mathbb{C} \setminus X_0) = 0$. Applying (6.3) once more we obtain

$\varphi_u + c_zv \cdot (u + c_zv) = T(u + c_zv) = Tu + c_zTv = \varphi_u \cdot u + c_z\varphi_v \cdot v$ a.e. $[\mu]$.

Diminishing $X_0$ if necessary, we can assume that $\mu(\mathbb{C} \setminus X_0) = 0$, (6.4) holds and

\begin{equation}
\varphi_{u+c_zv}(w)(u(w) + c_zv(w)) = \varphi_u(u(w) + c_z\varphi_v(v(w)), \quad w \in X_0.
\end{equation}
Since \( z \in Z \), we deduce that \( \{ w \in \mathbb{C} : |w - z| < \frac{1}{n} \} \cap Z \neq \emptyset \) for every \( n \geq 1 \). Hence there exists \( \{w_n\}_{n=1}^{\infty} \subseteq Z \cap X_0 \) such that \( \lim_{n \to \infty} w_n = z \).

Substituting \( w = w_n \) into (6.5) and using (6.4) as well as the continuity of the functions \( u, v, \varphi_u \) and \( \varphi_v \) on \( Z \) yields

\[
0 = \varphi_u(z)u(z) + c_z\varphi_v(z)v(z) = u(z)\left(\varphi_u(z) - \varphi_v(z)\right).
\]

Thus \( \varphi_u(z) = \varphi_v(z) \) because \( u(z) \neq 0 \). Hence \( \varphi_u = \varphi_v \) on \( Z \). Since \( \varepsilon \) is arbitrary, we conclude that \( \varphi_u = \varphi_v \) a.e. [\( \mu \)].

**Step 5.** The operator \( T \) lifts to \( \mathcal{I}(N, N) \).

By [5] Proposition V.17.14, \( \mathcal{C}_N \cap \mathcal{H}_1 = \mathcal{H}_1 \). Fix \( u \in \mathcal{C}_N \cap \mathcal{H}_1 \). By Step 4, we have

\[
Tv = \widehat{T_{S,u}}(v) = \varphi_v \cdot v = \varphi_u \cdot v = \widehat{T_{S,u}}(v) \text{ a.e. [\( \mu \)]}, \quad v \in \mathcal{C}_N \cap \mathcal{H}_1,
\]

which together with \( \mathcal{C}_N \cap \mathcal{H}_1 = \mathcal{H}_1 \) implies that \( \widehat{T_{S,u}} \) is the required lift of \( T \). \( \square \)
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