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Abstract. The main concern in this paper is to give sufficient conditions such that if $A, B$ are unbounded normal operators on a (complex) Hilbert space $H$, then for each $\alpha \in (0, 1)$, the domain $D((A + B)^{\alpha})$ equals $D(A^{\alpha}) \cap D(B^{\alpha})$. It is then verified that such a result can be applied to characterize the domains of fractional powers of a large class of the Hamiltonians with singular potentials arising in quantum mechanics through the study of the Schrödinger equation.

1. Introduction

Let $H$ be a complex Hilbert space with inner product $\langle \cdot, \cdot \rangle$. The main concern in this paper is to give sufficient conditions such that if $A, B$ are (unbounded) normal linear operators on $H$, then for each $\alpha \in (0, 1)$,

$$D((A + B)^{\alpha}) = D(A^{\alpha}) \cap D(B^{\alpha}) = D((A + B)^{\alpha})^*,$$

where $A + B$ denotes the closure of the algebraic sum $A + B$ of $A$ and $B$.

It is then verified that the main result (Theorem 2.1) can be applied to characterize the domains of fractional powers of a large class of the Hamiltonians with singular complex potentials arising in quantum mechanics through the study of the well-known Schrödinger equation. For more on these and related issues, see [1] and [2]. More generally, note that Theorem 2.1 is applicable to several other situations, in particular, if the sum $A + B$ arises as a general elliptic partial differential operator with homogeneous Dirichlet boundary conditions over some specific domains; see, e.g., Yagi [13].

To deal with the above-mentioned issues, one uses the work of de Bivar-Weinholtz and Lapidus [1] on unbounded normal operators and their applications as well as the author’s recent papers on the so-called square root problem of Kato for the algebraic sum of operators; see [3] and [6]. Let us recall that the square root problem of Kato for the sum $A + B$ amounts to showing that the domain of the square root $\sqrt{A + B}$ of $A + B$ coincides with the domain of its adjoint $A + B^*$.

Let $A$ be an unbounded normal linear operator on $H$ (i.e., $A$ is a densely defined closed linear operator on $H$ such that $AA^* = A^*A$). Using the spectral theorem for...
unbounded normal operators, one can write
\begin{equation}
A = A_1 - iA_2,
\end{equation}
with $A_1, A_2$ (possibly unbounded) commuting self-adjoint linear operators on $\mathbb{H}$, where $A_1, A_2$ are respectively the real and the imaginary parts of $A$. Moreover, if $A_1, A_2$ are nonnegative, then $iA$ is m-accretive; see, e.g., [1] ($i$ being the imaginary complex number such that $i^2 = -1$).

Recall that if $A, B$ are normal linear operators on $\mathbb{H}$, then their algebraic sum $A + B$ is defined by $D(A + B) = D(A) \cap D(B)$, and $(A + B)u := Au + Bu$ for each $u \in D(A) \cap D(B)$.

For each $\alpha \in (0, 1)$, let $A^\alpha$ and $B^\alpha$ denote the $\alpha$th powers of $A$ and $B$, respectively; see, e.g., [8]. Observe that both $A^\alpha$ and $B^\alpha$ are defined by use of the spectral theorem for unbounded normal operators. Furthermore, for each $\alpha \in [0, 1]$, the $\alpha$th interpolation space between $D(A)$ and $\mathbb{H}$ is defined by
\[
D(A^\alpha) := [D(A), \mathbb{H}]_\alpha.
\]
Similarly, $D(B^\alpha) = [D(B), \mathbb{H}]_\alpha$. For more on interpolation spaces and related issues, we refer the reader to [8, 9, 10, 13] and the references therein. In this way, if one supposes that the sum $A + B$ of $A$ and $B$ is nontrivial, i.e., $D(A) \cap D(B) \neq \{0\}$, then the domain of the fractional power $(A + B)^\alpha$ of $A + B$ is defined by
\[
D((A + B)^\alpha) = [D(A) \cap D(B), \mathbb{H}]_\alpha, \quad \text{for each } \alpha \in [0, 1].
\]

It should be observed that for normal linear operators $A$ and $B$, $D(A) = D(|A|)$ and $D(B) = D(|B|)$, where $|A| = (A^* A)^{1/2}$ and $|B| = (B^* B)^{1/2}$. Hence,
\[
D(A^\alpha) = D(|A|^\alpha) = D(A_1^\alpha) \cap D(A_2^\alpha) \quad \text{and}
\]
\[
D(B^\alpha) = D(|B|^\alpha) = D(B_1^\alpha) \cap D(B_2^\alpha),
\]
with
\begin{equation}
A = A_1 - iA_2, \quad B = B_1 - iB_2,
\end{equation}
where $A_j, B_j$ ($j = 1, 2$) are respectively self-adjoint operators on $\mathbb{H}$.

The paper is organized as follows: in section 2, it will be shown that under some additional assumptions, (1) holds (Theorem 2.1).

Section 3 provides an application of Theorem 2.1 to a large class of the Hamiltonians with singular complex potentials.

Throughout the rest of the paper, $\mathbb{H}$, $A$ and $B$, and $A + B$ stand for a complex Hilbert space with inner product $\langle \cdot, \cdot \rangle$, unbounded normal linear operators on $\mathbb{H}$, and the algebraic sum of $A$ and $B$, respectively.

In applications, especially those arising in quantum mechanics, it is more convenient to choose the potential so that the negative part of its real part is not too large in sense of quadratic forms. To achieve such a goal, one replaces an assumption such as “$B_1$ nonnegative” by a weaker assumption on its nonnegative part. For that, using the spectral theorem, one can write
\[
B_1 = B_+ - B_-,
\]
where $B_+, B_-$ are respectively the positive and negative parts of the real part $B_1$ of $B$. Next, one supposes that $B_-$ is relatively a form bounded with respect to $A_1$ with bound $< 1$; see (H.3) below.
In view of the above, for each $0 < \alpha < 1$, one sets $K_\alpha = K(A^\alpha) \cap K(B^\alpha)$, where

\[ K(A^\alpha) := D(|A|^\alpha) = D(A_1^\alpha) \cap D(A_2^\alpha) \]

and

\[ K(B^\alpha) := D(|B|^\alpha) = D((B_+)^\alpha) \cap D((B_-)^\alpha) \cap D(B_2^\alpha). \]

Throughout the rest of the paper, one supposes that $A = A_1 - iA_2$ and $B = B_1 - iB_2$ are normal operators such that $A + B$ is densely defined and such that

(H.1) there exists $\mu > 0$ such that $|\langle A_1 u, u \rangle| \leq \mu \langle A_2 u, u \rangle$, $\forall u \in K(A^{\frac{1}{2}})$;

(H.2) there exists $\nu > 0$ such that $|\langle B_1 u, u \rangle| \leq \nu \langle B_2 u, u \rangle$, $\forall u \in K(B^{\frac{1}{2}})$;

(H.3) $D(A_1^{\frac{1}{2}}) \subset D(B_1^{\frac{1}{2}})$, and there exist positive constants $\gamma < 1$ and $\delta$ such that

\[ \|B_2^{\frac{1}{2}} u\|^2 \leq \gamma \|A_1^{\frac{1}{2}} u\|^2 + \delta \|u\|^2, \ \forall u \in D(A_1^{\frac{1}{2}}). \]

If $\phi, \psi$ are respectively the sesquilinear forms associated with $A$ and $B$, then one can write

\[ \phi(u, v) = \langle A_1^{\frac{1}{2}} u, A_2^{\frac{1}{2}} v \rangle - i \langle A_2^{\frac{1}{2}} u, A_1^{\frac{1}{2}} v \rangle, \ \forall u, v \in K(A^{\frac{1}{2}}), \text{ and} \]

\[ \psi(u, v) = \langle B_1^{\frac{1}{2}} u, B_2^{\frac{1}{2}} v \rangle - \langle B_2^{\frac{1}{2}} u, B_1^{\frac{1}{2}} v \rangle - i \langle B_2^{\frac{1}{2}} u, B_1^{\frac{1}{2}} v \rangle, \ \forall u, v \in K(B^{\frac{1}{2}}). \]

Now set, $\xi(u, v) = \phi(u, v) + \psi(u, v)$, for all $u, v \in K_{\frac{1}{2}}$.

According to de Bivar-Wehnoltz and Lapidus [11 p. 451], the “Generalized” sum (or form sum) $A + B$ of $A$ and $B$ is defined with the help of the sesquilinear form $\xi$ as follows: $u \in D(A + B)$ if and only if the mapping $v \rightarrow \xi(u, v)$ is continuous for the $\ell_{\infty}$-topology, and that $(A + B)u$ is defined to be the vector of $\ell_{\infty}$ given by the Riesz representation theorem

(4) $\langle (A + B)u, v \rangle = \xi(u, v), \ u \in D(A + B), \ \forall v \in K_{\frac{1}{2}}.$

Consequently, if $A + B$ is densely defined, then $\xi$ has the following representation:

$\xi(u, v) = \langle (A + B)u, v \rangle$, for all $u \in D(A) \cap D(B)$, $\forall v \in K_{\frac{1}{2}}$.

2. Fractional powers of operators

**Theorem 2.1.** Let $A = A_1 - iA_2$, $B = B_1 - iB_2$ be (unbounded) normal linear operators on $\ell_{\infty}$. Under previous assumptions, suppose that (H.1), (H.2), and (H.3) hold and that $i(A + B)$ is maximal. Then,

\[ D((A + B)^\alpha) = D(A^\alpha) \cap D(B^\alpha) = D((A + B)^{\alpha}) \]

for each $0 < \alpha < 1$.

**Proof.** From (4), it is clear that the form sum $A + B$ is the operator associated with the sesquilinear form $\xi$. It is also well known [11 p. 451] that the operator $i(A + B)$ is m-accretive, by (H.3). Define the sesquilinear form $\xi$ by setting

\[ \xi(u, v) := \langle i(A + B)u, v \rangle, \ u \in D(A + B), \ \forall v \in K_{\frac{1}{2}}. \]

It is then clear that $\xi$ is a densely defined closed sectorial sesquilinear form, by (H.2), (H.3), and the facts above. Now since both $i(A + B)$ and $i(A + B)$ are maximal extensions of $A + B$, it follows that $\overline{i(A + B)} = i(A + B)$, and hence $i(A + B)$ is the m-sectorial operator associated with the sesquilinear form $\xi$.

We first consider the critical case $\alpha = \frac{1}{2}$. Since $D(A) = D(A^*)$ and $D(B) = D(B^*)$ it follows that $D(i(A + B)) \subset D((i(A + B))^*)$, that is,

(5) $D(A + B) \subset D((A + B)^*)$. 


and hence, by Lions [10] Theorem 5.2, p. 238,
\begin{equation}
D((A + B)\frac{\alpha}{2}) \subset D(\zeta) = K_{\frac{\alpha}{2}} \subset D((A + B)^{\frac{\alpha}{2}}).
\end{equation}

Similarly, considering the conjugate $\zeta^*$ of $\zeta$ with $D(\zeta) = D(\zeta^*)$, and using similar arguments as above for the adjoint $i(A + B)^*$. of $(A + B)$, it follows that
\begin{equation}
D((i(A + B))^* \frac{\alpha}{2}) \subset D((i(A + B))^* \frac{\alpha}{2}),
\end{equation}
that is,
\begin{equation}
D((A + B)^{\frac{\alpha}{2}}) \subset D((A + B)^{\frac{\alpha}{2}}).
\end{equation}

Again, by Lions [10] Theorem 5.2, p. 238],
\begin{equation}
D((A + B)^{\frac{\alpha}{2}}) \subset K_{\frac{\alpha}{2}} \subset D((A + B)^{\frac{\alpha}{2}}).
\end{equation}

In view of (6) and (8) it follows that
\begin{equation}
D((A + B)^{\frac{\alpha}{2}}) = D(A^{\frac{\alpha}{2}}) \cap D(B^{\frac{\alpha}{2}}) = D((A + B)^{\frac{\alpha}{2}}).
\end{equation}

It remains the noncritical case $\alpha \in (0, \frac{1}{2}) \cup (\frac{1}{2}, 1)$. For that, one follows along the same line as in the proof for the critical case $\alpha = \frac{1}{2}$. Indeed, from (5), Lions [10] Theorem 5.2, p. 238, and Kato [8] it follows that
\begin{equation}
D((A + B)^{\alpha}) \subset K_{\alpha} \subset D((A + B)^{\alpha}) \quad \forall \alpha \in (0, \frac{1}{2}) \cup (\frac{1}{2}, 1).
\end{equation}

Similarly,
\begin{equation}
D((A + B)^{\alpha}) \subset K_{\alpha} \subset D((A + B)^{\alpha}) \quad \forall \alpha \in (0, \frac{1}{2}) \cup (\frac{1}{2}, 1).
\end{equation}

Combining (9) and (10), one obtains that
\begin{equation}
D((A + B)^{\alpha}) = D(A^{\alpha}) \cap D(B^{\alpha}) = D((A + B)^{\alpha}) \quad \forall \alpha \in (0, \frac{1}{2}) \cup (\frac{1}{2}, 1).
\end{equation}

We then conclude that
\begin{equation}
D((A + B)^{\alpha}) = D(A^{\alpha}) \cap D(B^{\alpha}) = D((A + B)^{\alpha}) \quad \forall \alpha \in (0, 1).
\end{equation}

\[\square\]

Remark 2.2. Let us note that if one omits both (H.1) and (H.2), then Theorem 2.1 still holds for each $\alpha \in (0, \frac{1}{2}) \cup (\frac{1}{2}, 1)$; see Kato [8] for details.

3. Applications

This section provides an application of Theorem 2.1 related to the characterization of the domains of fractional powers of the so-called Hamiltonians with singular potentials studied by Brézis and Kato [2] and de Bivar-Weinholtz and Lapidus [11].

Throughout this section, we suppose $H = L^2(\mathbb{R}^d)$ is equipped with its natural inner product. Let $\Phi$ be the sesquilinear form defined by
\[\Phi(u, v) = \int_{\mathbb{R}^d} \nabla u \overline{\nabla v} \, dx, \quad \forall u, v \in D(\Phi) = H^1(\mathbb{R}^d).\]

Clearly, $\Phi$ is a sectorial sesquilinear form with domain $D(\Phi) = H^1(\mathbb{R}^d)$. On the other hand, let $\Psi$ be the sesquilinear form defined by
\[\Psi(u, v) = \int_{\mathbb{R}^d} qu \overline{v} \, dx, \quad \forall u, v \in D(\Psi),\]
with \( q = q^+ - q^- - iq' \), where \( q^+, q^-, q' \in L^1_{\text{loc}}(\mathbb{R}^d) \) are real nonnegative functions, and

\[
D(\Psi) = \{ u \in L^2(\mathbb{R}^d) : \int_{\mathbb{R}^d} |q(x)| \cdot |u(x)|^2 \, dx < \infty \}.
\]

In view of the above, it is not hard to see that the operators associated with \( \Phi, \Psi \) are respectively defined by

\[
D(A) = \mathbb{H}^2(\mathbb{R}^d), \quad Au = -\Delta u, \quad \text{for each } u \in D(A), \quad \text{and}
\]

\[
D(B) = \{ u \in L^2(\mathbb{R}^d) : (q^+ - q^- - iq')u \in L^2(\mathbb{R}^d) \}, \quad Bu = (q^+ - q^- - iq')u,
\]

for each \( u \in D(B) \), where \( \Delta \) denotes the \( d \)-dimensional Laplace operator.

It is also routine to check that both \( A \) and \( B \) are unbounded normal operators on \( L^2(\mathbb{R}^d) \). Now \( A = A_1 - iA_2 \), and \( B = B_1 - iB_2 \), where \( A_1 = 0 \), \( A_2 = -\Delta \), \( B_1 = q^+ - q^- \), and \( B_2 = q' \) are nonnegative self-adjoint operators, respectively (\( B_1, B_2 \) being the maximal multiplication operators associated with the potentials \( q^+ - q^- \) and \( q' \), respectively).

Let us note that since \( A_1 = 0 \), the assumption (H.3) would impose that \( q_- \) is relatively bounded. In this event, it is sufficient to suppose only that \( q_- \in L^1_{\text{loc}}(\mathbb{R}^d) \); see details in \[1\].

Let \( \Xi = \Phi + \Psi \). It is well known \[1\] that the form sum \( A + B \) associated with the sesquilinear form \( \Xi \) coincides with the natural realization \( \mathcal{S} \) of \( i\Delta + q \) defined by

\[
D(\mathcal{S}) = \{ u \in \mathbb{H}^1(\mathbb{R}^d) : qu \in L^1_{\text{loc}}(\mathbb{R}^d) \text{ and } i\Delta u + qu \in L^2(\mathbb{R}^d) \}
\]

and

\[
\mathcal{S}u = i\Delta u + qu, \quad \forall u \in D(\mathcal{S}).
\]

Now from (H.1), (H.2), and the previous facts, \( i(i\Delta + q) = -\Delta + iq \) is maximal; see, Brézis and Kato \[2\]. Therefore,

\[
D((i\Delta + q)\alpha) = \mathbb{H}^{2\alpha}(\mathbb{R}^d) \cap D(B^\alpha) = D((i\Delta + q)^{\alpha}), \quad \forall \alpha \in (0,1),
\]

by Theorem 2.1.
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