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Abstract. We show that for a large class of positive weights including the ones that are eventually monotone decreasing and those that are eventually monotone increasing but vary regularly, if the averages of random variables converge in some sense, then their corresponding weighted averages also converge in the same sense. We will also replace the sufficient conditions in the fundamental result of Jamison, Pruitt, and Orey for i.i.d. random variables that make their work more transparent.

Let \( \{X_i : i \geq 1\} \) be an arbitrary sequence of random variables and let the weights \( \{w_i : i \geq 1\} \) be a sequence of positive numbers. Define the total weight by \( W_n = \sum_{i=1}^{n} w_i \) and the weighted sum by \( S_n = \sum_{i=1}^{n} w_i X_i \). It is desirable to know under what conditions on the weights and/or the finite-dimensional distributions of the underlying random variables the weighted averages \( S_n/W_n, n \geq 1 \), converge in some sense. Since we already have theorems concerning the convergence of regular averages, \( \sum_{i=1}^{n} X_i/n, n \geq 1 \), it is natural to ask for conditions on the weights which are decoupled from the random variables so that the convergence of weighted averages would follow in the same sense. Surprisingly, a large class of weights, including the ones that are monotone decreasing and monotone increasing but varying regularly (see Feller [5], p. 447), satisfy our requirement. Also, since for i.i.d. random variables the condition \( E X_1 = 0 \) is both necessary and sufficient for the strong law, \( \sum_{i=1}^{n} X_i/n \xrightarrow{a.e.} 0 \), it is also desirable to know for what specific weights the almost everywhere convergence of the weighted averages would ensure that \( E X_1 = 0 \).

A benchmark for convergence of weighted averages of i.i.d. random variables is the work of Jamison, Orey, and Pruitt [9], where in their fundamental Theorem 2, p. 41, they have sufficient conditions on the marginal distribution of \( X_1 \) and on the weights so that the weighted average converges almost everywhere. In this note, first we answer some of the questions raised above and then replace their sufficient conditions by ones that make their work much more transparent. For another equivalent condition in terms of an infinite series, see [8], and for more on the necessity of these conditions, see Chen, X. et al. [1]. Finally, see Liang [11] and the references there for further development of this subject.
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**Lemma 1.** Let \( \{a_i : i \geq 1\} \) and \( \{b_i : i \geq 1\} \) be two sequences of positive real numbers such that \( A_n = \sum_{i=1}^{n} a_i \to \infty \), \( B_n = \sum_{i=1}^{n} b_i \to \infty \), and

\[
\text{(1) } \sup_{n \geq 1} \frac{b_n A_n}{a_n B_n} < \infty \quad \& \quad \text{(2) } \sup_{n \geq 2} \sum_{i=1}^{n-1} \left( \frac{b_i - b_{i+1}}{a_{i+1}} \left| A_i \right| \right) < \infty.
\]

Let \( \{x_i : i \geq 0\} \) be another sequence of real numbers. Then

\[
\sum_{i=1}^{n} a_i x_i \to x_0 \Rightarrow \frac{\sum_{i=1}^{n} b_i x_i}{B_n} \to x_0.
\]

Furthermore, condition (2) is not needed if the sequence \( \{b_i/a_i : i \geq 1\} \) is monotone increasing, and neither one is needed when the sequence \( \{b_i/a_i : i \geq 1\} \) is monotone decreasing.

**Proof.** Let \( y_n = \sum_{i=1}^{n} a_i x_i / A_n \). By centering \( x_i \)'s at \( x_0 \) without loss of generality, we may assume \( y_n \to 0 \). Now an easy manipulation shows that for \( n \geq 2 \),

\[
\frac{\sum_{i=1}^{n} b_i x_i}{B_n} = \frac{b_n A_n y_n + \sum_{i=1}^{n-1} (b_i - b_{i+1}) A_i y_i}{B_n}.
\]

Since our assumption trivially justifies the conditions of a Toeplitz’s theorem (see Knopp [10], Theorem 4 on page 74), we are done with our first assertion. To see the second one let us consider the case where \( b_i/a_i \) is monotone increasing. In this case,

\[
\sum_{i=1}^{n-1} \left( \frac{b_i}{a_i} \right) \left( \frac{b_{i+1}}{a_{i+1}} \right) A_i = \sum_{i=1}^{n-1} \left( \frac{b_{i+1}}{a_{i+1}} - \frac{b_i}{a_i} \right) A_i \leq \sum_{i=1}^{n-1} \left( \frac{b_{i+1}}{a_{i+1}} A_{i+1} - \frac{b_i}{a_i} A_i \right)
\]

\[
= \frac{b_n}{a_n} A_n - \frac{b_1}{a_1} A_1 \leq \frac{b_n}{a_n} A_n,
\]

which gives us the same bound as in condition (1). On the other hand assume \( b_i/a_i \) is monotone decreasing. Then

\[
\sum_{i=1}^{n-1} \left( \frac{b_i}{a_i} - \frac{b_{i+1}}{a_{i+1}} \right) A_i = \sum_{i=1}^{n-1} \left( \frac{b_i}{a_i} A_i - \frac{b_{i+1}}{a_{i+1}} A_{i+1} \right) + \sum_{i=1}^{n-1} \left( \frac{b_{i+1}}{a_{i+1}} A_i - \frac{b_{i+1}}{a_{i+1}} A_{i+1} \right)
\]

\[
= \frac{b_1}{a_1} A_1 - \frac{b_n}{a_n} A_n + \sum_{i=1}^{n-1} b_{i+1}.
\]

Thus (1) and (2) are bounded by

\[
\sup_{n \geq 1} \frac{b_n A_n}{a_n B_n} + \sum_{i=1}^{n-1} \left( \frac{b_i - b_{i+1}}{a_{i+1}} \left| A_i \right| \right) = \sup_{n \geq 1} \frac{b_n A_n + B_n - B_1}{B_n} < \infty,
\]

and we have the desired result. \( \square \)

The non-probabilistic version of the last assertion in the following theorem can also be found in Knopp [10]; see Exercise 30 on page 109.

**Theorem 1.** Let \( \{w_i : i \geq 1\} \) be a sequence of positive weights such that \( W_n = \sum_{i=1}^{n} w_i \to \infty \). Let

\[
\text{(1) } \sup_{n \geq 1} \frac{n w_n}{W_n} < \infty \quad \& \quad \text{(2) } \sup_{n \geq 2} \sum_{i=1}^{n-1} \left( \frac{i w_{i+1} - w_i}{W_n} \right) < \infty.
\]
Let \( \{X_i : i \geq 0\} \) be a sequence of random variables. Then

\[
\frac{1}{n} \sum_{i=1}^{n} X_i \xrightarrow{p} X_0 \Rightarrow \frac{1}{W_n} \sum_{i=1}^{n} w_i X_i \xrightarrow{p} X_0 \quad \&
\frac{1}{n} \sum_{i=1}^{n} X_i \xrightarrow{a.e.} X_0 \Rightarrow \frac{1}{W_n} \sum_{i=1}^{n} w_i X_i \xrightarrow{a.e.} X_0,
\]

and if \( \{|X_i|^p : i \geq 1\} \), \( p \geq 1 \), is uniformly integrable, then

\[
\frac{1}{n} \sum_{i=1}^{n} X_i^p \xrightarrow{L^p} X_0 \Rightarrow \frac{1}{W_n} \sum_{i=1}^{n} w_i X_i^p \xrightarrow{L^p} X_0.
\]

Furthermore, condition (2) is not needed if the sequence \( \{w_i : i \geq 1\} \) is monotone increasing, and both (1) and (2) are not needed if the sequence is monotone decreasing.

Proof. In light of Lemma 1, the almost everywhere convergence is immediate, and convergence in probability is an obvious consequence of the fact that, in general, a sequence of random variables converges in probability iff every subsequence has a further subsequence that converges almost everywhere. Finally since \( L^p \)-convergence implies convergence in probability, we only need to show that the sequence \( \{S_n := \sum_{i=1}^{n} w_i(X_i - X_0)/W_n : n \geq 1\} \) is uniformly integrable. To this end, let \( M > 0 \) and \( p \geq 1 \), by Jensen’s inequality, and then breaking up the set \( \{|S_n| > M^{1/p}\} \) over the set \( \{|X_i - X_0| > M^{1/p}\} \) and its complement, we obtain

\[
\mathbb{E}(\frac{S_n}{W_n} |^p I\{|\frac{S_n}{W_n}| > M\}) \leq \frac{1}{W_n} \sum_{i=1}^{n} w_i \mathbb{E}(|X_i - X_0|^p I\{|\frac{S_n}{W_n}| > M^{1/p}\})
\]

\[
\leq \sup_{i \geq 1} \mathbb{E}(|X_i - X_0|^p I\{|X_i - X_0| > M^{1/p}\})
\]

\[
+ MP\{|\frac{S_n}{W_n}| > M^{1/p}\}.
\]

But \( \sum_{i=1}^{n} X_i/n \xrightarrow{L^p} X_0 \) implies that \( X_0 \in L^p \). Therefore by our assumption \( \{|X_i - X_0|^p : i \geq 1\} \) is uniformly integrable, and this is all we need to let \( M \to \infty \) to conclude the theorem. \( \square \)

Next we will prove the fundamental theorem in Jamison, et al. [9], but for pairwise independent random variables, and then we will show that our conditions are equal to theirs. In extending their result to the pairwise independent case we had only pointed out, in Etemadi [3], that these results follow from the following version of Kolomogorov’s theorem. However, to show that the conditions in our version (given as Theorem 3) are the same as theirs, and since the proof is short, we have provided the complete proof.

**Theorem 2** (Etemadi [4]). Let \( \{X_i : i \geq 1\} \) be a sequence of pairwise independent random variables. Let \( \{w_i : i \geq 1\} \) be a set of positive weights such that \( W_n = \sum_{i=1}^{n} w_i \to \infty \) and \( w_n/W_n \to 0 \). Then

\[
(1) \sup_{n \geq 1} \mathbb{E}|X_n - EX_n| < \infty \quad \&
\]

\[
(2) \sum_{n=1}^{\infty} w_n^2 VarX_n/W_n < \infty \quad \Rightarrow \quad \sum_{i=1}^{n} w_i (X_i - EX_i) \xrightarrow{a.e.} 0. \quad \square
\]
Theorem 3. Let \( \{X_i : i \geq 1\} \) be a sequence of pairwise independent, identically distributed random variables such that \( E|X_1| < \infty \). Let \( \{w_i : i \geq 1\} \) be a set of positive weights such that \( W_n = \sum_{i=1}^{n} w_i \to \infty \) and \( w_n/W_n \to 0 \). Let \( N(x) = \#\{n : W_n/w_n \leq x\} \) be the distribution function of \( \{W_n/w_n : n \geq 1\} \). Then

\[
\int_0^1 xE_N\left(\frac{|X_1|}{x}\right) \, dx < \infty \quad \Rightarrow \quad \frac{1}{W_n} \sum_{i=1}^{n} w_i X_i^{n,n} E X_1.
\]

Proof. Since \( \sup_{n \geq 1} E|X_n - EX_n| \leq 2E|X_1| < \infty \) and truncated pairwise independent random variables remain pairwise, due to Kolmogorov’s condition (2) of Theorem 2, the proof will be no different than the classical strong law; see Jamison et al. [9]. It amounts to showing that

\[
\sum_{n=1}^{\infty} P\{|X_n| \geq \frac{W_n}{w_n} \} < \infty \quad \text{and} \quad \sum_{n=1}^{\infty} \frac{w_n^2}{W_n^2} E(|X_n|^2 I\{|X_n| < \frac{W_n}{w_n}\}) < \infty.
\]

Since the random variables are identically distributed, and for any random variable \( X \) and \( T > 0 \),

\[
\frac{1}{T^2} E(|X|^2 I\{|X| \leq T\}) + P\{|X| \geq T\} = \frac{2}{T^2} \int_{(0,T)} xP\{|X| \geq x\} \, dx = 2 \int_0^1 xP\{|X| \geq Tx\} \, dx,
\]

the sum of the above two series can be written as

\[
\sum_{n=1}^{\infty} \left( \frac{w_n^2}{W_n^2} E(|X|^2 I\{|X| < \frac{W_n}{w_n}\}) + P\{|X| \geq \frac{W_n}{w_n}\} \right)
\]

\[
= 2 \sum_{n=1}^{\infty} \int_0^1 xP\{|X| \geq \frac{W_n}{w_n} \cdot x\} \, dx
\]

\[
= 2 \int_0^1 x \sum_{n=1}^{\infty} P\{|X| \geq \frac{W_n}{w_n} \cdot x\} \, dx
\]

\[
= 2 \int_0^1 xE_N\left(\frac{|X_1|}{x}\right) \, dx < \infty. \quad \square
\]

Next we show that our conditions are the same as the ones given in Theorem 2 of Jamison et al. [9].

Lemma 2. Under the same setup as in Theorem 3,

\[
\int x^2 \int_{y|x} \frac{N(y)}{y^3} \, dy \, dF(x) = \int_0^1 xE_N\left(\frac{|X_1|}{x}\right) \, dx,
\]

where \( F(x) = P\{X_1 \leq x\} \) is the probability distribution function of \( X_1 \).
Proof. By Tonelli’s theorem, for $x \in (-\infty, \infty)$,
\[
\int_{|x|, \infty} \frac{dN(u)}{u^2} = 2 \int_{|x|, \infty} \left( \int_{|u|, \infty} \frac{dy}{y^3} \right) dN(u) = 2 \int_{|x|, \infty} \frac{1}{y^3} \int_{|x|, y} dN(u) dy
\]
\[
= 2 \int_{|x|, \infty} \frac{1}{y^3} (N(y) - N(|x|)) dy = 2 \int_{|x|, \infty} \frac{N(y)}{y^3} dy - \frac{N(|x|)}{x^2}.
\]
Hence,
\[
\sum_{n=1}^{\infty} \frac{w_n^2}{W_n^2} E(|X_n|^2 I\{|X_n| < \frac{W_n}{w_n}\})
\]
\[
= E(X_1^2) \sum_{\{n \in \mathbb{N} : w_n > |X_1|\}} \frac{w_n^2}{W_n^2} = E(X_1^2) \int_{|X_1|, \infty} \frac{dN(u)}{u^2}
\]
\[
= E(2X_1^2) \int_{|X_1|, \infty} \frac{N(y)}{y^3} dy - N(|X_1|)).
\]
But,
\[
E_N(|X_1|) = E\left( \sum_{n=1}^{\infty} I\{ \frac{W_n}{w_n} \leq |X_1| \} \right) = \sum_{n=1}^{\infty} P\{ |X_1| \geq \frac{W_n}{w_n} \}.
\]
As a result
\[
\sum_{n=1}^{\infty} \left( \frac{w_n^2}{W_n^2} E(|X_n|^2 I\{|X_n| < \frac{W_n}{w_n}\}) + P\{ |X_1| \geq \frac{W_n}{w_n} \} \right)
\]
\[
= 2 \int x^2 \int_{y > |x|} \frac{N(y)}{y^3} dy dF(x),
\]
where the left-hand side is the same as the one at the bottom of Theorem 3. □

Finally, we give the following corollary as another example of how Theorem 1 can be utilized.

Corollary. Use the same setup as in Theorem 3. If the weights are monotone increasing, and the weighted averages converges to zero almost everywhere, then $E X_1 = 0$.

Proof. The proof is an immediate consequence of Theorem 1 and the fact that the necessity condition for the strong law for i.i.d. random variables remains intact for pairwise i.i.d. as well; see Etemadi [3]. □
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