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Abstract. Let $T$ be a surjective mapping from a uniform algebra $A$ on a compact Hausdorff space $X$ onto a uniform algebra on a compact Hausdorff space $Y$. Suppose that $T(fg)(X) = T(f)T(g)(Y)$ holds for every $f, g \in A$. Then we have that $T$ is an almost isometric isomorphism, which is a generalization of results of Molnár (2002) and Rao and Roy (2005).

1. Introduction

In this paper we consider spectrum-preserving mappings on Banach algebras, mainly of complex-valued continuous functions on compact Hausdorff spaces. Although such mappings are diversely possible except linearity, spectrum-preserving linear operators between Banach algebras are studied in connection with Kaplan's problem. On the other hand, under additional assumptions spectrum-preserving mappings are linear and multiplicative. For example, by a simple application of a theorem of Kowalski and Słodkowski [2], a mapping $T$ from a Banach algebra $A$ into a semi-simple commutative Banach algebra $B$ is linear and multiplicative if the spectrum of $T(f) - T(g)$ is included in the spectrum of $f - g$ for every pair $f$ and $g$ in $A$. On the other hand Molnár deduced linearity and multiplicativity for certain spectrum-preserving mappings on the algebra $C(X)$ of all complex-valued continuous functions on a first countable compact Hausdorff space $X$ (Theorems 5 and 6 in [3]). In these cases the mappings $T$ are assumed to satisfy weak multiplicativity conditions such as $T(f)T(g)(X) = fg(X)$ or $(T(f)T(g))(X) = T(fg)(X)$. One can easily see that a weaker assumption $(T(f)T(g))(X) \subset fg(X)$ is not sufficient for additivity of the mappings for certain $X$. Recall that a uniform algebra $A$ on a compact Hausdorff space $X$ is a closed subalgebra of $C(X)$ which separates the points of $X$ and contains constant functions. We show a generalization of a theorem of Molnár [3 Theorem 5] for the case of uniform algebras on arbitrary compact Hausdorff spaces. In section 3 we also show that the first countability for $X$, which
is assumed in Theorem 6 of [3], can be removed. In Molnár’s proofs of Theorems 5 and 6 in [3], order preservingness of the mapping is a crucial thing. For general uniform algebras, the order is out of sense and our idea of the proofs of Theorems 1.1 and 3.6 are different from that of Molnár’s.

We denote the maximal ideal space of $A$ by $M_A$. For each $f \in A$, $\hat{f}$ denotes the Gelfand transform of $f$. The supremum norm is denoted by $\|\cdot\|$. Our main result is the following. See also Theorem 3.6

**Theorem 1.1.** Let $A$ and $B$ be uniform algebras on compact Hausdorff spaces $X$ and $Y$, respectively. If a mapping $T$ from $A$ onto $B$ satisfies

$$(Tf)(Tg)(Y) = (fg)(X) \quad (f, g \in A),$$

then there exist a function $\psi \in B$ with range in $\{-1, 1\}$ and a homeomorphism $\varphi$ from $M_B$ onto $M_A$ such that

$$\hat{T}f(y) = \hat{\psi}(y) \hat{\varphi}(y) \quad (y \in M_B)$$

for all $f \in A$.

The referee notified the authors that the recent paper of Rao and Roy [4] treats the same problem for a special kind of function algebra. The authors thank the referee for valuable comments.

2. Preliminaries

For $r > 0$, we write $D_r = \{ z \in \mathbb{C} : |z| < r \}$. Let us consider a function whose range contains 1 and is contained in $D_1 \cup \{1\}$. Such a function is often called a peak function. In this section, we are concerned with the peak functions in a uniform algebra $A$ on a compact Hausdorff space $X$. See [1] for a good reference for the theory of uniform algebras. By $\text{Ch}(A)$, we denote the Choquet boundary of $A$.

For each $x \in \text{Ch}(A)$, put

$$P_x = \{ u \in A : u(X) \subset D_1 \cup \{1\}, u(x) = 1 \}.$$ 

Since every point $x$ in $\text{Ch}(A)$ is a peak point in the weak sense for $A$, it follows that $P_x$ is nonempty. If $x_0 \in \text{Ch}(A)$, if $F$ is a closed subset of $X$ with $x_0 \notin F$ and if $\varepsilon > 0$, then there exists a $u \in P_{x_0}$ such that $|u(x)| < \varepsilon$ for $x \in F$.

**Lemma 2.1.** Let $x, y \in \text{Ch}(A)$. If $P_x \subset P_y$, then $x = y$.

**Proof.** Assume $x \neq y$. By using the fact mentioned above, we find a $u \in P_x$ such that $|u(y)| < 1$. Then $u \in P_y \setminus P_y$ and so $P_x \not\subset P_y$, concluding the proof. \(\square\)

Put $\mathcal{P} = \bigcup_{x \in \text{Ch}(A)} P_x$. In other words, $\mathcal{P}$ is the set of all peak functions in $A$. For each $f \in \mathcal{P}$, we write

$$K_f = \{ x \in X : f(x) = 1 \}.$$ 

**Lemma 2.2.** Let $f, g \in \mathcal{P}$. Then $K_f \subset K_g$ if and only if $1 \in (gu)(X)$ for each $u \in \mathcal{P}$ with $1 \in (fu)(X)$.

**Proof.** Suppose $K_f \subset K_g$ and assume that $u \in \mathcal{P}$ satisfies $1 \in (fu)(X)$. Then $f(x)u(x) = 1$ for some $x \in X$. Since $f(X)$ and $u(X)$ are contained in $D_1 \cup \{1\}$, it follows that $f(x) = u(x) = 1$. Hence $x \in K_f \subset K_g$. This means $g(x) = 1$ and so $g(x)u(x) = 1$. Thus $1 \in (gu)(X)$, and the “only if” part is proved.
Suppose $K_f \nsubseteq K_g$. Then we can find an $x_0 \in (K_f \setminus K_g) \cap \text{Ch}(A)$. Since $K_g$ is a closed set and $x_0 \notin K_g$, there is a $u \in P_{x_0}$ such that $|u(x)| < 1$ for every $x \in K_g$. We have

$$1 \in (fu)(X) \quad \text{and} \quad 1 \notin (gu)(X),$$

because $f(x_0)u(x_0) = 1$ and $g(x)u(x) \in D_1$ for all $x \in X$. The “if” part is proved. \hfill \qed

**Lemma 2.3.** Let $f \in A$ and $x_0 \in \text{Ch}(A)$. If $\lambda = f(x_0)$ and $\lambda \neq 0$, then there exists a $u \in P_{x_0}$ such that $(1/\lambda)fu \in P_{x_0}$.

**Proof.** Put $F_0 = \{ x \in X : |f(x) - \lambda| \geq |\lambda|/2 \}$ and

$$F_n = \{ x \in X : |\lambda| \left< 2n+1 \leq |f(x) - \lambda| \leq |\lambda|/2^{2n} \} \quad (n = 1, 2, \ldots).$$

Clearly, $F_0, F_1, \ldots, F_n, \ldots$ are all closed subsets of $X$ which do not contain $x_0$. Hence there exist $u_0, u_1, \ldots, u_n, \ldots \in P_{x_0}$ such that

$$|u_0(x)| < \frac{|\lambda|}{\|f\|} \quad \text{for} \ x \in F_0,$$

$$|u_n(x)| < \frac{1}{2^n + 1} \quad \text{for} \ x \in F_n \quad (n = 1, 2, \ldots).$$

Now put

$$u = u_0 \sum_{k=1}^{\infty} \frac{u_k}{2^k}.$$

The above series is majorized by the convergent series $\sum \frac{1}{2^k}$, so $u$ is well defined and $u \in A$. Moreover, $u$ is easily seen to be a function in $P_{x_0}$.

Put $g = (1/\lambda)fu$. To verify $g \in P_{x_0}$, pick $x \in X$. If $x \in F_0$, then we have

$$|g(x)| = \frac{1}{|\lambda|} |f(x)| |u_0(x)| \sum_{k=1}^{\infty} \frac{|u_k(x)|}{2^k} \leq \frac{1}{|\lambda|} \frac{|\lambda|}{\|f\|} \sum_{k=1}^{\infty} \frac{1}{2^k} = 1.$$

If $x \in F_n$ for some $n \in \{1, 2, \ldots\}$, then

$$|g(x)| = \frac{1}{|\lambda|}|f(x)||u_0(x)| \left( \frac{|u_n(x)|}{2^n} + \sum_{k \neq n} \frac{|u_k(x)|}{2^k} \right) \leq \frac{1}{|\lambda|} \left( |f(x) - \lambda| + |\lambda| \right) \left( \frac{|u_n(x)|}{2^n} + \sum_{k \neq n} \frac{1}{2^k} \right) \leq \frac{1}{|\lambda|} \left( \frac{|\lambda|}{2^n} + |\lambda| \right) \left( \frac{1}{2^n} \frac{1}{2^n + 1} + 1 - \frac{1}{2^n} \right) = 1.$$

If $x \in X \setminus \bigcup_{n=0}^{\infty} F_n$, then $f(x) = \lambda$ and so $g(x) = u(x) \in D_1 \cup \{1\}$. Thus we obtain $g(X) \subseteq D_1 \cup \{1\}$. In particular, $g(x_0) = u(x_0) = 1$. Hence $g \in P_{x_0}$, and the proof is completed. \hfill \qed

**Lemma 2.4.** For $f, g \in A$, $f = g$ if and only if $(fu)(X) = (gu)(X)$ for all $u \in \mathcal{P}$.

**Proof.** The “only if” part is trivial. To show the “if” part, we assume $f \neq g$ and will find a $u \in \mathcal{P}$ such that $(fu)(X) \neq (gu)(X)$. Since $f \neq g$ on $X$ follows by $f \neq g$ on $\text{Ch}(A)$, there is an $x_0 \in \text{Ch}(A)$ such that $f(x_0) \neq g(x_0)$. Without loss of generality, we can assume that $|f(x_0)| \leq |g(x_0)|$. 

If \( f(x_0) \neq 0 \), then Lemma 2.3 gives a \( u \in P_{x_0} \subset \mathcal{P} \) such that \( (1/\lambda)fu \in P_{x_0} \), where \( \lambda = f(x_0) \). Then \((fu)(X) \subset D_{\lambda} \cup \{ \lambda \}\), while \((gu)(x_0) = g(x_0)\) and \(g(x_0)\) cannot lie in \(D_{\lambda} \cup \{ \lambda \}\). Hence \((fu)(X) \neq (gu)(X)\).

On the other hand, if \( f(x_0) = 0 \), then \( g(x_0) \neq 0 \). Put \( r = |g(x_0)| \) and \( F = \{ x \in X : |f(x)| \geq r \}\). Since \( F \) is a closed subset of \( X \) with \( x_0 \notin F \), there is an \( u \in P_{x_0} \) such that \( |u(x)| < r/(\|f\| + 1) \) for every \( x \in F \). It follows that

\[
|(fu)(x)| = |f(x)| |u(x)| \begin{cases} \leq \|f\| \frac{r}{\|f\| + 1} < r & \text{if } x \in F, \\ < r \|u\| = r & \text{if } x \in X \setminus F. \end{cases}
\]

Hence, for each \( x \in X \), \( |(fu)(x)| < r = |g(x_0)| = |(gu)(x_0)| \). This implies that \((fu)(X) \neq (gu)(X)\). Thus the lemma is proved.

\( \square \)

3. Proof of Theorem 1.1

Put \( \psi = T1 \), where 1 is the constant function which takes only the value 1. We have \((T1)^2(Y) = 1^2(X) = \{1\}\), and so \( \psi \) takes the value at most 1 or -1.

Define the mapping \( \widetilde{T} \) from \( A \) into \( B \) by

\[
\widetilde{T}(f)(y) = \psi(y) (Tf)(y) \quad (y \in Y),
\]

for all \( f \in A \). Then we easily check that \( \widetilde{T} \) is a mapping from \( A \) onto \( B \) and satisfies

\[
(Tf)(y) = \psi(y) (\widetilde{T}f)(y) \quad (y \in Y, f \in A),
\]

\[
((\widetilde{T}f)(\widetilde{T}g))(Y) = (fg)(X) \quad (f, g \in A).
\]

Moreover, we have \( \widetilde{T}1 = 1 \) and so

\[
\widetilde{T}f (Y) = f(X) \quad (f \in A).
\]

We show that there is a homeomorphism \( \varphi \) from \( M_B \) onto \( M_A \) such that

\[
\widetilde{T}f(y) = \widehat{f}(\varphi(y)) \quad (y \in M_B).
\]

It will follow that Theorem 1.1 holds.

**Lemma 3.1.** \( \widetilde{T} \) is one-to-one.

**Proof.** Suppose \( \widetilde{T}f = \widetilde{T}g \) for \( f, g \in A \). Then, for each \( u \in \mathcal{P} \), we apply 3.2 to see that

\[
(fu)(X) = ((\widetilde{T}f)(\widetilde{T}u))(Y) = ((\widetilde{T}g)(\widetilde{T}u))(Y) = (gu)(X).
\]

By Lemma 2.3, we obtain \( f = g \). Hence \( \widetilde{T} \) is one-to-one. \( \square \)

Since \( \widetilde{T} \) is a one-to-one mapping from \( A \) onto \( B \), we can consider its inverse \( \widetilde{T}^{-1} \) from \( B \) onto \( A \). Clearly, \( \widetilde{T}^{-1} \) has properties similar to \( \widetilde{T} \):

\[
((\widetilde{T}^{-1}f)(\widetilde{T}^{-1}g))(X) = (fg)(Y) \quad (f, g \in B),
\]

\[
(\widetilde{T}^{-1}f)(X) = f(Y) \quad (f \in B).
\]

Let \( \text{Ch}(B) \) denote the Choquet boundary of \( B \). For each \( y \in \text{Ch}(B) \), put

\[
Q_y = \{ v \in B : v(Y) \subset D_1 \cup \{1\}, v(y) = 1 \}
\]

and \( Q = \bigcup_{y \in \text{Ch}(B)} Q_y \). For each \( h \in Q \), we write \( L_h = \{ y \in Y : h(y) = 1 \} \).

**Lemma 3.2.** Let \( f, g \in \mathcal{P} \). If \( L_{\widetilde{T}f} \subset L_{\widetilde{T}g} \), then \( K_f \subset K_g \).
Proof. By (3.3), \( f \in \mathcal{P} \) implies \( \overline{T}f \in \mathcal{Q} \). Hence \( L_{\overline{T}f} \) and \( L_{\overline{T}g} \) is well defined. Suppose \( L_{\overline{T}f} \subset L_{\overline{T}g} \) and assume that \( u \in \mathcal{P} \) satisfies \( 1 \in (fu)(X) \). By (3.2), we have \( 1 \in \{(\overline{T}f)\overline{(Tu)}\})(Y) \). For \( \overline{T}u \in \mathcal{Q} \) and \( 1 \in \{(\overline{T}g)\overline{(Tu)}\})(Y) \), we have that \( 1 \in \{(\overline{T}g)\overline{(Tu)}\})(Y) \) by Lemma 2.2 and so \( 1 \in (gu)(X) \) by (3.2). We apply Lemma 2.2 again to conclude that \( K_f \subset K_g \).

Lemma 3.3. For each \( y \in \text{Ch}(B) \), there exists an \( x \in \text{Ch}(A) \) such that \( \overline{T}^{-1}(Q_y) \subset P_x \).

Proof. Fix \( y \in \text{Ch}(B) \) and put \( K = \bigcap\{K_f : f \in \overline{T}^{-1}(Q_y)\} \). We first observe that \( K \) is nonempty. To show \( K \neq \emptyset \), it is enough to see that the family \( \{K_f : f \in \overline{T}^{-1}(Q_y)\} \) has the finite intersection property. Pick \( f_1, \ldots, f_n \in \overline{T}^{-1}(Q_y) \). Then \( f_i \in \mathcal{P} \), for \( \overline{T}(f_i)(Y) = f_i(X) \). Since \( \overline{T} \) is onto, we find a \( g \in A \) such that \( \overline{T}g = \overline{T}f_1 \cdots \overline{T}f_n \). Then \( g \) is also an element of \( \mathcal{P} \). Noting that \( \overline{T}f_1, \ldots, \overline{T}f_n \in Q_y \), we easily see that \( \overline{T}g \in Q_y \). Moreover we have \( L_{\overline{T}g} \subset L_{\overline{T}f_i} \) for \( 1 \leq i \leq n \). For, if \( (\overline{T}g)(z) = 1 \), then \( (\overline{T}f_1)(z) \cdots (\overline{T}f_n)(z) = 1 \), and so \( \overline{T}f_1(z) = \cdots = \overline{T}f_n(z) = 1 \), because each \( \overline{T}f_i(Y) \subset D_1 \cup \{1\} \). Thus Lemma 3.2 shows that \( K_g \subset K_{f_i} \) for \( 1 \leq i \leq n \), namely \( K_g \subset K_{f_1} \cap \cdots \cap K_{f_n} \). Here, since \( \overline{T}g \in Q_y \), it follows from (3.3) that \( 1 \in (\overline{T}g)(Y) = g(X) \). Hence \( K_g \) is nonempty and so is \( K_{f_1} \cap \cdots \cap K_{f_n} \). Thus \( \{K_f : f \in \overline{T}^{-1}(Q_y)\} \) has the finite intersection property, and we conclude that \( K \) is nonempty.

We next consider the restriction \( A|_{K} \) of \( A \) to \( K \). Since each set \( K_f \) is a peak set, \( K \) is a peak set in the weak sense. It follows from [1 Corollary 2.4.3] that \( A|_{K} \) is a uniform algebra on \( K \). Thus the Choquet boundary of \( A|_{K} \) is not empty (see [1, p. 93]). Take a point \( x \in \text{Ch}(A|_{K}) \). Then \( x \) is a peak point in the weak sense for \( A|_{K} \) and so for \( A \) by [1 Corollary 2.4.4], thus \( x \in K \cap \text{Ch}(A) \).

Now choose \( f \in \overline{T}^{-1}(Q_y) \) arbitrarily. Since \( \overline{T}f \in Q_y \), it follows from (3.3) that \( f(X) = (\overline{T}f)(Y) \subset D_1 \cup \{1\} \). Also, we have \( f(x) = 1 \), because \( x \in K \subset K_f \). Hence \( f \in P_x \). Thus we get \( \overline{T}^{-1}(Q_y) \subset P_x \).

Lemma 3.4. For each \( y \in \text{Ch}(B) \), there corresponds a unique \( x \in \text{Ch}(A) \) such that \( \overline{T}(P_x) = Q_y \).

Proof. Fix \( y \in \text{Ch}(B) \). By Lemma 3.3 there is an \( x \in \text{Ch}(A) \) such that \( \overline{T}^{-1}(Q_y) \subset P_x \). Since \( \overline{T}^{-1} \) has the same properties as \( \overline{T} \), we can apply Lemma 3.3 to \( \overline{T}^{-1} \) and find a \( y' \in \text{Ch}(B) \) such that \( \overline{T}(P_x) \subset Q_{y'} \). Hence

\[
Q_y = \overline{T}(\overline{T}^{-1}(Q_y)) \subset \overline{T}(P_x) \subset Q_{y'}.
\]

Applying Lemma 2.1 we see that \( y = y' \), and \( \overline{T}(P_x) = Q_y \).

To show the uniqueness of \( x \), suppose that \( \overline{T}(P_{x'}) = Q_y \) for an \( x' \in \text{Ch}(A) \). Then \( \overline{T}(P_x) = Q_y = \overline{T}(P_{x'}) \) and so \( P_x = P_{x'} \) because \( \overline{T} \) is one-to-one. By Lemma 2.1 we get \( x = x' \).

According to Lemma 3.4, we associate to each \( y \in \text{Ch}(B) \) a point \( x \in \text{Ch}(A) \) with \( \overline{T}(P_x) = Q_y \). This association gives the mapping \( \phi \) from \( \text{Ch}(B) \) into \( \text{Ch}(A) \) such that

\[
(3.4) \quad \overline{T}(P_{\phi(y)}) = Q_y \quad (y \in \text{Ch}(B)).
\]
Lemma 3.5. For any \( f \in A \) and \( y \in \text{Ch}(B) \), \( (\tilde{T}f)(y) = f(\phi(y)) \). In particular, \( \tilde{T} \) is an isometrical isomorphism from \( A \) onto \( B \).

Proof. Take \( f \in A \) and \( y_0 \in \text{Ch}(B) \) arbitrarily. Put \( \alpha = f(\phi(y_0)) \) and \( \beta = (\tilde{T}f)(y_0) \). We will show \( \alpha = \beta \).

We first assume that \( \alpha \neq 0 \) and \( \beta \neq 0 \). Since \( \alpha \neq 0 \), Lemma 2.3 gives a \( u \in P_{\phi(y_0)} \) such that \( (1/\alpha)fu \in P_{\phi(y_0)} \). By (3.4), \( \tilde{T}u \in Q_{y_0} \) and \( (\tilde{T}u)(y_0) = 1 \). Also, we have \( (fu)(X) \subset D_{|\alpha|} \cup \{\alpha\} \). Applying (3.2) we see that

\[
\beta = (\tilde{T}f)(y_0) = (\tilde{T}f)(y_0) \in ((\tilde{T}f)(\tilde{T}u))(Y) = (fu)(X) \subset D_{|\alpha|} \cup \{\alpha\}.
\]

On the other hand, since \( \beta \neq 0 \), Lemma 2.3 gives a \( v \in Q_{y_0} \) such that \( (1/\beta)(\tilde{T}f)v \in Q_{y_0} \). Since \( \tilde{T}(P_{\phi(y_0)}) = Q_{y_0} \), there is a \( u \in P_{\phi(y_0)} \) such that \( \tilde{T}u = v \). Then \( u(\phi(y_0)) = 1 \). Also, we have \( ((\tilde{T}f)v)(Y) \subset D_{|\beta|} \cup \{\beta\} \). Hence we use (3.2) to see that

\[
\alpha = f(\phi(y_0)) = f(\phi(y_0))u(\phi(y_0)) \in (fu)(X) = ((\tilde{T}f)(\tilde{T}u))(Y) = ((\tilde{T}f)v)(Y) \subset D_{|\beta|} \cup \{\beta\}.
\]

Combining (3.5), we see that

\[
\beta \in D_{|\alpha|} \cup \{\alpha\} \quad \text{and} \quad \alpha \in D_{|\beta|} \cup \{\beta\},
\]

which forces that \( \alpha = \beta \).

We next consider the case \( \alpha = 0 \). Let \( \varepsilon > 0 \) given and put \( F = \{x \in X : |f(x)| \geq \varepsilon\} \). Then \( F \) is a closed set in \( X \) and \( \phi(y_0) \notin F \) because \( f(\phi(y_0)) = 0 \). Hence there is a \( u \in P_{\phi(y_0)} \) such that \( |u(x)| < \varepsilon/(\|f\| + 1) \) for every \( x \in F \). By (3.4), \( \tilde{T}u \in Q_{y_0} \), and so \( \tilde{T}u(y_0) = 1 \). Also, we have \( (fu)(X) \subset D_{\varepsilon} \), because

\[
|fu(x)| = |f(x)||u(x)| \begin{cases} \leq \|f\|\varepsilon/\|f\| + 1 < \varepsilon & \text{if } x \in F, \\ < \varepsilon\|u\| = \varepsilon & \text{if } X \setminus F. \end{cases}
\]

Hence

\[
\beta = (\tilde{T}f)(y_0) = (\tilde{T}f)(y_0)(\tilde{T}u)(y_0) \in ((\tilde{T}f)(\tilde{T}u))(Y) = (fu)(X) \subset D_{\varepsilon},
\]

that is, \( |\beta| < \varepsilon \). Since \( \varepsilon > 0 \) is arbitrary, we conclude that \( \beta = 0 = \alpha \).

We finally consider the case \( \beta = 0 \). We repeat the similar argument as above. Let \( \varepsilon > 0 \) be given and put \( F = \{y \in Y : |(\tilde{T}f)(y)| \geq \varepsilon\} \). Then we can find a \( v \in Q_{y_0} \) such that \( |v(y)| < \varepsilon/(\|\tilde{T}f\| + 1) \) for \( y \in F \). According to (3.4), take \( u \in P_{\phi(y_0)} \) so that \( \tilde{T}u = v \). Then we have \( u(\phi(y_0)) = 1 \) and see in the same way that \( ((\tilde{T}f)v)(Y) \subset D_{\varepsilon} \). Hence we see that \( \alpha \in D_{\varepsilon} \), which shows that \( \alpha = 0 = \beta \).

In any case we see that \( (\tilde{T}f)(y) = f(\phi(y)) \) holds. Since \( g_1 = g_2 \) on \( \text{Ch}(B) \) implies \( g_1 = g_2 \) on \( X \) for any \( g_1, g_2 \in B \), we see that \( \tilde{T} \) is an isometrical isomorphism since \( \text{Ch}(B) \) is a boundary for \( B \). \( \square \)
Consider the adjoint operator $\tilde{T}^*$ of $\tilde{T}$. It is well known that $\tilde{T}^*$ is a continuous mapping from $B^*$ into $A^*$, where $B^*$ and $A^*$ have the weak-star topology. Now let $\varphi$ be the restriction of $\tilde{T}^*$ to $M_B$. Then we can see that $\tilde{T}^*(M_B) \subset (M_A)$ and

$$(\tilde{T}f)(y) = y(\tilde{T}f) = (\tilde{T}^*y)(f) = \tilde{f}(T^*y) = \tilde{f}(\varphi(y))$$

for all $y \in M_B$. Next, we repeat the above argument for $\tilde{T}^{-1}$ and note that $(\tilde{T}^{-1})^* = (T^*)^{-1}$. Then we know that $\varphi$ is a homeomorphism from $M_B$ onto $M_A$. It is easy to see that $\phi = \varphi$ on $\text{Ch}(A)$. We see that

$$\tilde{T}f(y) = \psi \tilde{T}f(y) = \psi \tilde{f}(\varphi(y))$$

holds for every $f \in A$ and $y \in M_B$.

**Theorem 3.6.** Let $X$ and $Y$ be compact Hausdorff spaces. If $T : C(X) \to C(Y)$ is a surjective mapping with the property that

$$(\tilde{T}(f)T(g))(Y) = \tilde{T}g(X) \quad (f, g \in C(X)),$$

then there exists a homeomorphism $\varphi : Y \to X$ and a function $\tau \in C(Y)$ of modulus 1 such that

$$T(f)(y) = \tau(y)f(\varphi(y)) \quad (y \in Y, f \in C(X)).$$

**Proof.** Put $\tilde{T}(f) = T(\tilde{T}(f))$ for every $f \in C(X)$. Since $|T(1)| = 1$ holds for $\tilde{T}(1)\tilde{T}(1)(Y) = 1(X) = \{1\}$, it is easy to see that $\tilde{T}$ satisfies the condition in the theorem and $\tilde{T}(1) = 1$. We also see by a simple calculation that $(\tilde{T}(f))(Y) = f(X)$ holds for every $f \in C(Y)$ and $\tilde{T}$ is a surjection from $C_B$ onto $C_B(Y)$, where $C_B(X)$ (resp. $C_B(Y)$) is the algebra of all real-valued continuous functions on $X$ (resp. $Y$).

We show that $\tilde{T}$ is a surjective isometric isomorphism. First we prove that $(\tilde{T}(f)\tilde{T}(g))(Y) = (\tilde{T}(f)\tilde{T}(g))(Y)$ holds for every $f \in C(X)$ and $g \in C_B(X)$. We see that $fg(X) = \tilde{T}(f)\tilde{T}(g)(Y)$ holds since $\tilde{T}g(X) = \tilde{T}(f)\tilde{T}(g)(Y)$ and $g \in C_B(X)$. On the other hand

$$\tilde{T}g(X) = \tilde{T}(g)(Y)$$

holds, so we have $\tilde{T}g(X) = (\tilde{T}(f)\tilde{T}(g))(Y)$ for every $f \in C(X)$ and $g \in C_B(X)$. Since $\tilde{T}$ is surjective on $C_B(X)$ we have $(\tilde{T}(f)h)(Y) = (\tilde{T}(f)h)(Y)$ for every $f \in C(X)$ and $h \in C_B(X)$. Fixing $f$ and varying $h$ we see that $\tilde{T}(f) = \tilde{T}(\tilde{T})$ holds. Thus we have

$$(\tilde{T}(f)\tilde{T}(g))(Y) = (\tilde{T}(f)\tilde{T}(g))(Y) = (\tilde{T}f)(Y) = fg(X)$$

for every $f, g \in C(X)$. Then we see by Theorem 3.5 that $\tilde{T}$ is a surjective isometric isomorphism since $\tilde{T}(1) = 1$. Thus there is a homeomorphism $\varphi : Y \to X$ such that $\tilde{T}(f) = f \circ \varphi$ for every $f \in C(X)$. Hence we have the conclusion since $T(f) = \tilde{T}(1)\tilde{T}(f) = \tilde{T}(1)f \circ \varphi$ for $|T(1)| = 1$. 
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