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ABSTRACT. We prove the existence of an infinite family of complete space-like maximal surfaces with singularities in Lorentz-Minkowski three-space and study their properties. These surfaces are distinguished by their number of handles and have two elliptic catenoidal ends.

1. INTRODUCTION

Spacelike maximal surfaces in the Lorentz-Minkowski three-space \( L^3 \) arise as solutions of the variational problem of locally maximizing the area among spacelike surfaces. By definition, they have everywhere vanishing mean curvature. There are many interesting local properties of maximal surfaces similar to those of minimal surfaces. In particular, maximal surfaces possess a Weierstrass-type representation formula \([12]\).

The most significant difference between minimal and maximal surfaces is the existence of singularities for maximal spacelike surfaces. It has been known that spacelike planes are the only spacelike maximal surfaces which are complete \([2, 3]\), which is probably the main reason why people have not paid much attention to maximal surfaces, and there are not so many known examples of interesting maximal surfaces.

If we allow some sort of singularities for maximal surfaces, however, the situation changes. Recently many interesting examples with isolated singularities have been found and studied by F. J. López, R. López, Fernández, and Souam \([5, 6, 7, 14]\). Umehara and Yamada showed that if admissible singularities are included, then there is an interesting class of objects which they call maxfaces \([17]\).

In this article, we show that there exists an infinite family of maximal surfaces with singularities (Figure 1) and investigate their properties. Our main results are

Theorem 1 (Main Theorem). For every natural number \( k \), there exists a maximal surface with singularities, which we call \( M_k \), with the following properties:

(i) \( M_k \) is parameterized on a compact Riemann surface of genus \( k \) with two points removed.
Figure 1. Genus 1 and 2 examples, their upper halves and vertical slices

(ii) $M_k$ is a complete generalized maximal surface \[4\]. In particular, $M_1$ is a complete maxface of finite type \[17\].

(iii) $M_k$ has two ends, both of which are elliptic catenoidal.

(iv) $M_k$ is not embedded.

(v) $M_k$ intersects the $xy$-plane in $k + 1$ quadruple line segments (of finite length), which meet at equal angles at the origin. Removal of the line segments disconnects the maximal surface into a union of two topological annuli.

(vi) There are $4(k + 1)$ swallowtail singularities. All the other singularities except the ones in the $xy$-plane are cuspidal edges. The singularities in the $xy$-plane are cuspidal crosscaps.

(vii) $M_k$ has a symmetry group of order $8(k + 1)$, which are generated by

\begin{align*}
K & = \begin{pmatrix}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{pmatrix}, & L & = \begin{pmatrix}
R\left(-\frac{1}{k+3}\pi\right) & 0 \\
0 & 0 & 1
\end{pmatrix}, & M & = \begin{pmatrix}
R\left(\frac{k+2}{k+1}\pi\right) & 0 \\
0 & 0 & -1
\end{pmatrix},
\end{align*}

where $R(\theta)$ is the matrix of rotation by $\theta$ in the $xy$-plane.

According to Schoen \[16\], catenoids in $\mathbb{R}^3$ are the only complete minimal surfaces of finite total curvature with 2 embedded ends. Existence of $M_1$ shows that Schoen’s nonexistence result does not hold for complete maximal surfaces with singularities of finite type, with the definition of being complete and of finite type as in Definition \[8\]. It should be remarked that the integral of the Gauss curvature on $M_k$ outside the singular set is infinite. Rossman and Sato previously showed that there exists a genus 1 immersed catenoid in $\mathbb{H}^3(-1)$ \[15\].
The method of construction is to use the Weierstrass representation theorem. The Weierstrass data as well as the main ideas for the existence proof have been motivated by the work of Hoffman and Meeks III [9], and the idea is explained in [18]. In view of the ways in which Costa-Hoffman-Meeks family of minimal surfaces are deformed, it is expected that these maximal surfaces can be deformed in various ways.

We thank Fujimori, Rossman, Umehara and Yamada for many helpful conversations as well as pointing out an error in an earlier version of this article, and Jae Ung Yu for drawing the pictures in this article.

2. Preliminaries

In this article, the coordinates system of the Lorentz-Minkowski three-space \( \mathbb{L}^3 \) is set as follows:

\[
\mathbb{L}^3 = \{(x, y, t) \in \mathbb{R}^3 : ds^2 = dx^2 + dy^2 - dt^2\}.
\]

An immersion \( X : M^2 \to \mathbb{L}^3 \) of a 2-manifold is called spacelike if the induced metric is positive definite. A spacelike immersion is called maximal if the mean curvature is 0 everywhere. A maximal map is a smooth map from a 2-manifold into \( \mathbb{L}^3 \) if there is an open dense subset \( W \) of \( M^2 \) such that \( f|_W \) is a maximal immersion. A maxface is defined to be a maximal map all of whose singular points are admissible. See [17] for details. It is in this category that we state the following Weierstrass representation formula for maximal spacelike surfaces.

**Theorem 2** ([12, 17]). Let \( g \) and \( \eta \) be a meromorphic function and a holomorphic 1-form on a Riemann surface \( M^2 \) such that \( (1 + |g|^2)^2|\eta|^2 \) is a Riemannian metric on \( M^2 \) and \( (1 - |g|^2)^2|\eta|^2 \) does not vanish identically. Then the following defines a maxface from \( M^2 \) to \( \mathbb{L}^3 \):

\[
X : M^2 \to \mathbb{L}^3, \quad X(p) = \text{Re} \int_{p_0}^{p} \left( (1 + g^2)\eta, i(1 - g^2)\eta, 2g\eta \right)
\]

if all the periods vanish. Furthermore,

(i) the Gauss map \( \nu \) is given by

\[
\nu = \left( \frac{2\text{Re} \, g}{1 - |g|^2}, \frac{2\text{Im} \, g}{1 - |g|^2}, \frac{1 + |g|^2}{1 - |g|^2} \right),
\]

(ii) the induced metric is \( ds^2 = (1 - |g|^2)^2|\eta|^2 \),

(iii) the Gauss curvature of the surface is \( K = \frac{4}{(1 - |g|^2)^2} \left| \frac{dg}{d\sigma} \right|^2 \).

The converse also holds.

The simplest examples of maximal surfaces with singularities are the rotationally invariant maximal surfaces. There are three kinds of such surfaces depending upon the causal character of the axis of rotation [11] (Figure 2).

**Definition 3** ([17]). A maxface \( X : M^2 \to \mathbb{L}^3 \) is complete (resp. of finite type) if there exist a compact set \( C \subset M^2 \) and a symmetric 2-tensor \( T \) on \( M^2 \) such that \( T \) vanishes on \( M^2 \setminus C \) and \( ds^2 + T \) is a complete metric (resp. a metric of finite total Gaussian curvature) on \( M^2 \), where \( ds^2 \) is the pull-back of the Lorentz-Minkowski metric by \( X \).
Figure 2. Elliptic, parabolic, and hyperbolic catenoids

We use \(x, y, t : M^2 \to \mathbb{R}\) to denote the coordinate functions. Then, it is immediate from (2) that

\[
(x + iy)(p) = \int_{p_0}^{p} \eta + \int_{p_0}^{p} g^2 \eta, \quad t(p) = \int_{p_0}^{p} g \eta + \int_{p_0}^{p} g \eta.
\]

3. The Weierstrass data

Let \(k \in \{1, 2, 3, \cdots\}\) be an arbitrary natural number. Consider the closed Riemann surface of genus \(k\),

\[
\mathcal{M}_k = \{(\alpha, \beta) \in (\mathbb{C} \cup \{\infty\})^2 : \beta^{k+1} = \alpha^k(\alpha + 1)(\alpha - 1)\}.
\]

The maximal surfaces we construct have the following Weierstrass data:

\[
\eta = \frac{d\alpha}{\alpha}, \quad g = \sigma \frac{\beta}{\alpha}, \quad M_k = \overline{\mathcal{M}_k \setminus \{(0, 0), (\infty, \infty)\}}, \quad (\alpha_0, \beta_0) = (1, 0),
\]

where \(\sigma\) is a positive real number to be determined later. \((\alpha_0, \beta_0) = (1, 0)\) is the reference point for the integration of the associated one-forms in the Weierstrass representation theorem, hence the image of \((\alpha_0, \beta_0) = (1, 0)\) is the origin \((0, 0, 0) \in \mathbb{L}^3\).

4. Symmetries of the Weierstrass data

**Definition 4.** Let \(c := e^{\frac{\pi i}{k+1}}\), and let \(\kappa, \lambda, \mu : (\mathbb{C} \cup \{\infty\})^2 \to (\mathbb{C} \cup \{\infty\})^2\) be

\[
\kappa(\alpha, \beta) := (\bar{\alpha}, \bar{\beta}), \quad \lambda(\alpha, \beta) := (-\alpha, c^k \beta), \quad \mu(\alpha, \beta) := (\alpha^{-1}, c^{-2} \beta).
\]

They preserve \(\overline{\mathcal{M}_k}\). In the rest of this article, we think of them as defined on \(\overline{\mathcal{M}_k}\). Note that \(\lambda\) does not preserve the base point of integration \((1, 0) \in M_k\), unlike \(\kappa\) and \(\mu\). It is straightforward to see that the order of \(\kappa\) is 2, that the order of \(\lambda\) and \(\mu\) is 2\((k+1)\), and that \(\kappa, \tau, \mu\) form a group of order 8\((k+1)\). We will see later that these conformal diffeomorphisms induce the symmetries of the resulting maximal surfaces. As a first step to observe it, we prove

**Lemma 5.** \(\kappa, \lambda, \mu\) preserve \(M_k\). Furthermore,

\[
\begin{align*}
g \circ \kappa &= \bar{g}, & g \circ \lambda &= -c^k g, & g \circ \mu &= cg, \\
\kappa^* \eta &= \bar{\eta}, & \lambda^* \eta &= -c^{-k} \eta, & \mu^* \eta &= -c^{-1} \eta.
\end{align*}
\]
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Figure 3. FD and its image by $X$

The proof is straightforward. An immediate consequence is the following.

**Corollary 6.** Let
\[
\phi = (\phi_1, \phi_2, \phi_0)^T = ((1 + g^2)\eta, i(1 - g^2)\eta, 2g\eta)^T.
\]
Then
\[
\kappa^*\phi = K\tilde{\phi}, \quad \lambda^*\phi = L\phi, \quad \mu^*\phi = M\phi,
\]
where $K, L, M$ are the matrices in (1).

5. **Resolution of the period problem**

For convenience, we sometimes regard $M_k$ as obtained by gluing $k + 1$ number of $\alpha$-planes with the branch cuts between $\infty$ and $-1$ and between $0$ and $1$ along the real line. We fix once and for all the $\alpha$-plane with $\beta(\alpha) > 0$ for $\alpha > 1$, and a set $FD$ in this $\alpha$-plane (Figure 3):
\[
FD := \{\alpha \in \mathbb{C} : 0 \leq \arg \alpha \leq \pi/2, |\alpha| \geq 1\}.
\]
8($k + 1$) copies of $FD$ are needed to cover $M_k$ through the action of $\kappa, \tau, \text{and } \mu$.

Let $\gamma(t) = \frac{1}{2} + e^{it}, 0 \leq t \leq 2\pi$. Then, a homology basis of $M_k$ is generated by applying $\kappa$ and $\mu$ to $\gamma$. Therefore, to show that the immersion $X$ is well defined on $M_k$, we only need to check whether the periods on $\gamma$ and on loops around $(0,0), (\infty, \infty)$ vanish.

**Lemma 7.** The periods around $(0,0)$ and $(\infty, \infty)$ vanish.

**Proof.** Argue as in the proof of [9, Proposition 3.4] with $\kappa, \mu$ and $K, M$. □

To deal with the period around $\gamma$, we first observe from (3) and (4) that
\[
t(\alpha, \beta) = 2\sigma \ln |\alpha|,
\]
which immediately implies that the $t$-component of the period around $\gamma$ vanishes. Now we show the following:

**Lemma 8.** The $xy$-components of the period around $\gamma$ vanish if and only if
\[
\sigma = \sqrt{\frac{1}{2} A}, \quad \text{where } A = \int_0^1 \frac{dt}{k^{i(1 - t^2)}}, \quad B = \int_0^1 \frac{k^{i(1 - t^2)}dt}{1 - t^2},
\]
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Proof. From (3), it follows that the $xy$-components of the period around $\gamma$ vanish if and only if $\int_{\gamma} g^2\eta = 0$. We will compute each of the integrals as $\gamma$ collapses to the double line segment connecting 1 and 0. We immediately see that $\int_{\gamma} g^2\eta = (c-c^{-1})A$. The situation for $\int_{\gamma} g^2\eta = \sigma^2 \int_{\gamma} \frac{\beta^2}{\alpha} d\alpha$ is a bit different since $\int_{c_{\epsilon}} \frac{\beta^2}{\alpha} d\alpha$ does not converge as $\epsilon \to 0$, where $c_{\epsilon}$ is a circle of radius $\epsilon$ centered at 0. We observe, however, that

\begin{equation}
\int_{\gamma} \frac{2\beta^2}{\alpha^2-1} d\alpha = 2(c-c^{-1})B, \quad \text{we get the conclusion.}
\end{equation}

Therefore the map $X : M_k \to \mathbb{L}^3$ is well defined.

6. Geometry of the surfaces

6.1. Symmetries of $X(M_k)$ generated by $K, L, M$. Let $K, L, M$ be the matrices in (11). Recall that $\lambda$ does not preserve the base point of integration, hence $L$ may not be a symmetry of $X(M_k)$. However, we have

\begin{lemma}
$X(-1,0) = (0,0,0)$.
\end{lemma}

Proof. Let $\gamma(\theta) = e^{i\theta}$ for $\theta \in [0,\pi]$. Then $(x+iy)(-1,0) = \int_{\gamma} \eta + \int_{\gamma} g^2\eta$. We evaluate these integrals by collapsing $\gamma$ to the line segment from $(1,0)$ to $(-1,0)$. We immediately see that $\int_{\gamma} \eta = (1-\pi)A$ and that, using (12), $\int_{\gamma} g^2\eta = (c-1)2\sigma^2B$. Here $A, B$ are the constants in the statement of Lemma 5. Therefore, $(x+iy)(-1,0) = 0$. It is easy to see that $t(-1,0) = 0$. \hfill $\square$

Then, the following is now immediate.

\begin{lemma}
\begin{enumerate}
\item $X(M_k)$ is not embedded.
\item $L$ is also a symmetry of $X(M_k)$, hence the group of order $8(k+1)$ generated by $K, L, M$ is contained in the symmetry group of $X(M_k)$.
\item $MK$ is the reflectional symmetry with respect to the line $y = \tan\left(\frac{\pi}{k+1}\right)x$, $t = 0$.
\item $KL$ is the reflectional symmetry with respect to the plane $y = \tan\left(\frac{\pi}{k+1}\right)x$.
\item $K$ is the reflectional symmetry with respect to the $xt$-plane.
\item $L^{k-1}MKKL$ is the reflectional symmetry with respect to the $xy$-plane.
\end{enumerate}
(Note, however, that the $xy$-plane does not intersect $X(M_k)$ orthogonally.)
\end{lemma}

6.2. Image of the boundary of the fundamental domain. Now let us look at $X(\partial FD)$. Let us define

$\gamma_1(t) := t$ and $\gamma_3(t) := it$ for $1 < t < \infty$, \quad $\gamma_2(\theta) := e^{i\theta}$ for $0 \leq \theta \leq \frac{\pi}{2}$.

We do not distinguish $\gamma_1$ from its image in $FD$. Then, $\partial FD = \gamma_1 \cup \gamma_2 \cup \gamma_3$. First, let us take a look at $X(\gamma_2)$.

\begin{lemma}
$t(\gamma_2(\theta)) = 0$, and $(x+iy)(\gamma_2(\theta)) = F(\theta) e^{\frac{-\pi}{k+1} + \frac{\pi}{2}i}$ for some nonnegative real valued function $F$ with $F(0) = F(\frac{\pi}{2}) = 0$, which is strictly increasing on $[0, \theta_0]$ and strictly decreasing on $[\theta_0, \frac{\pi}{2}]$, where $\theta_0 = \arcsin \frac{\sqrt{3}}{2\sigma}$. In particular, $X(i) = X(\gamma_2(\frac{\pi}{2})) = (0,0,0)$.
\end{lemma}
Given θ ∈ [0, π], let γ(t) = e^{it}, t ∈ [0, θ]. Then,
\[
\int_0^\theta \eta = \int_0^\theta \frac{ie^{it}dt}{k+i\sqrt{e^{2it}-1}} = -\frac{i}{k+\sqrt{2}i}C(\theta),
\]
where C(θ) := \int_0^\theta \frac{1}{e^{2it}}dt. On the other hand,
\[
\int g^2\eta = \sigma^2 \int_0^\theta \frac{i^{k+1}e^{i(k+1)t}(e^{i\theta} - e^{-i\theta})}{e^{2it}}ie^{i\theta}d\theta = i^{k+1}\sqrt{2}\sigma^2 D(\theta),
\]
where D(θ) = \int_0^\theta (\int_0^\theta \sin tdt). So, if f(θ) := C(θ) - i^{k+1}\sqrt{2}\sigma^2 D(\theta), then
\[(x + iy)(e^{i\theta}) = -\frac{i}{k+\sqrt{2}i}f(\theta) = \frac{1}{k+\sqrt{2}i}e^{-\frac{k+1}{2}it}f(\theta).
\]
We immediately see that f is real-valued and f(0) = 0. From Lemma 9 we know that f(π) = 0. Since 2f(\frac{\pi}{2}) = f(π) we also have f(\frac{\pi}{2}) = 0. We also see that f′(θ) > 0 if 0 < θ < θ_0, and f′(θ) < 0 if θ_0 < θ < \frac{\pi}{2}. By letting F(θ) = f(θ)/\sqrt{2}k, we have the conclusion. □

Hence, X(γ_2) is a double line segment in the xy-plane. Next we show that X(γ_1) and X(γ_3) are curves in vertical planes.

Lemma 12. (i) X(γ_1) lies in the quarter plane with x > 0, y = 0, t > 0, and is the graph of a strictly increasing function t = t(x) with t(0) = 0.
(ii) X(γ_3) lies in the quarter plane x > 0, y = tan(\frac{1}{1+\frac{u}{2}}) x, t > 0, and is the graph of a strictly increasing function t = t(\sqrt{x^2 + y^2}) with t(0) = 0.

Proof. For X(γ_1), we observe that
\[
(x + iy)(u) = \int_1^u \eta + \int_1^u g^2\eta
= \int_1^u \frac{dt}{k+i\sqrt{k(t^2 - 1)}} + \sigma^2 \int_1^u \frac{k+1}{k+i\sqrt{k(t^2 + 1)}} dt := g(u).
\]
Since g(u) ∈ \mathbb{R}^+ for u > 1, we have x(u) > 0, y(u) = 0. Since t(u) = 2\sigma \ln u > 0, we see that X(γ_1) lies is the quarter plane stated in the lemma. Furthermore, since g(1) = 0 and g′(u) > 0 for u > 1, we see that x is a strictly increasing function of u, hence we may regard u as a strictly increasing function of x. The conclusion for X(γ_1) follows.

For X(γ_3), we observe that
\[
(x + iy)(iv) = \int_1^v \eta + \int_1^v g^2\eta
= e^{\frac{x+1}{2}i} \left( \int_1^v \frac{dt}{k+i\sqrt{k(t^2 + 1)}} + \sigma^2 \int_1^v \frac{k+1}{k+i\sqrt{k(t^2 + 1)}} dt \right).
\]
Here we used the fact that i can also be used as the reference point of integration since the image of α = i is also the origin, as was proved in Lemma 11. The conclusion follows in similar ways as above. □
The above lemma along with the following shows that the image by $X$ of a neighborhood of $\gamma_1$ and of $\gamma_3$ is indeed perpendicular to vertical planes $y = 0$ and $y = \tan(\frac{1}{k+1}) x$, respectively. Note that $\eta dg = \frac{\sigma}{k+1} \frac{\sigma - 1}{\sqrt{\alpha}} \left( \frac{2\eta}{\alpha} \right)^2$ is real on $\gamma_1$ and $\gamma_3$, and purely imaginary on $\gamma_2$.

**Lemma 13** (Gauss map on $X(\partial FD)$). The unit timelike normal vectors of $X(M_k)$ along $\gamma_1$ lie in the vertical plane $y = 0$. The unit timelike normal vectors of $X(M_k)$ along $\gamma_2$ and on $\gamma_3$ lie in the vertical plane $y = \tan(\frac{1}{k+1}) x$.

Proof. We have

$$g \circ \gamma_1(t) = g(t) = \sigma^{k+1} \sqrt{t - t^{-1}} \text{ for } t \geq 1,$$

$$g \circ \gamma_2(\theta) = g(e^{i\theta}) = \sigma^{k+1} \sqrt{2\sin \theta} \ e^{\frac{i(\theta - \pi/2)}{2}} \text{ for } \theta \in [0, \pi/2],$$

$$g \circ \gamma_3(t) = g(it) = \sigma^{k+1} \sqrt{t + t^{-1}} \ e^{\frac{i(\theta + \pi/2)}{2}} \text{ for } t \geq 1,$$

which imply the claims.

6.3. **Asymptotic behavior of the ends.** Define $z$ by $\alpha = z^{-(k+1)}$. Then, $z$ in a neighborhood of 0 is a local coordinate for the end $(\alpha, \beta) = (\infty, \infty)$. Using this, we see that

$$((1 + g^2), i(1 - g^2), 2g) \eta$$

$$= \left( -\frac{\sigma^2(k+1)}{z^2} + O(z), i\frac{\sigma^2(k+1)}{z^2} + O(z), -\frac{2\sigma(k+1)}{z} + O(z) \right) dz.$$

Therefore, $z = 0$, or equivalently $(\alpha, \beta) = (\infty, \infty)$, is a simple end of type I in the language of [11], which converges to an elliptic catenoid.

6.4. **Singularities of the surfaces.** Note that, for any $M_k$, the metric $ds^2$ vanishes at the points where $|g| = |\sigma^2| = 1$. Excluding those points, the metric does not vanish on $M_1$, but it vanishes at $(\alpha, \beta) = (\pm 1, 0)$ on $M_k$ with $k \geq 2$.

We now want to locate the points with $|g| = 1$ on $FD$. $|\sigma^2| = 1$ implies $|\alpha|^{k+1} = \sigma^{k+1} |\beta^{k+1}| = \sigma^{k+1} |\alpha^k| |\alpha^{-1} - 1|$, hence $|\alpha - \alpha^{-1}| = \sigma^{-(k+1)}$. By letting $\alpha = re^{i\theta}$, this equals

$$r^2 + r^{-2} = \sigma^{-2(k+1)} + 2 \cos 2\theta := t(\theta).$$

Since $r^2 + r^{-2} \geq 2$ for any $r > 0$, we conclude that $t \geq 2$. Now

$$t(\theta) \geq 2 \Leftrightarrow 0 \leq \theta \leq \theta_0, \text{ where } \theta_0 = \arcsin \frac{1}{2\sigma^{k+1}}.$$

Note that this $\theta_0$ has already appeared in Lemma [11]. The above shows that the singularities are in $FD \cap \{ 0 \leq \arg \alpha \leq \theta_0 \}$ (Figure [12]). For each $\theta \in [0, \theta_0]$, there is a unique value of $r \geq 1$ which solves [17]:

$$r(\theta) = \sqrt{\frac{t(\theta) + \sqrt{t(\theta)^2 - 4}}{2}}.$$

Fujimori, Saji, Umehara and Yamada showed that the generic singularities of maximal surfaces in $\mathbb{L}_3$ consist of cuspidal edges, swallowtails, and cuspidal crosscaps, whose typical examples are given by $(u^2, u^3, v)$, $(3u^4 + u^2v, 4u^3 + 2uv, v)$, and $(u, v^2, uv^3)$, respectively [8 [17]. They cover all the singularities of $X(M_k)$.  
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Lemma 14. Let $r : [0, \theta_0] \to \mathbb{R}$ be the function defined above.

(i) The image by $X$ of a neighborhood of $\alpha = r(\theta)e^{i\theta}$ for any $\theta \in (0, \theta_0)$ is locally diffeomorphic to a cuspidal edge. The image by $X$ of a neighborhood of $\alpha = r(0)$ is locally diffeomorphic to a swallowtail. The image by $X$ of a neighborhood of $\alpha = e^{i\theta_0}$ is locally diffeomorphic to a cuspidal crosscap.

(ii) The singularities form two closed curves in $M_k$. In each curve, there are $2(k+1)$ swallowtail singularities. Half of them have constant $t = 2 \ln r(0) > 0$, and the other half have constant $t = -2 \ln r(0) < 0$.

Proof. Let $\hat{\eta} = \frac{\eta}{\alpha} = 1/\beta$, and $'$ be the differentiation by $\alpha$. By direct computations, we see that

$$\frac{g'}{g^2 \hat{\eta}} = \frac{1}{\sigma(k+1)} \frac{\alpha^2 + 1}{\alpha^2 - 1}, \quad \frac{g}{g'} = (k+1)\alpha \frac{\alpha^2 - 1}{\alpha^2 + 1}, \quad g \frac{g'}{(g^2 \hat{\eta})'} = -\frac{4}{\sigma} \frac{\alpha^2}{\alpha^2 - 1}.$$ 

Hence,

$$\Re \left( \frac{g'}{g^2 \hat{\eta}} \right) = \frac{1}{\sigma(k+1)} \frac{|\alpha|^4 - 1}{|\alpha^2 - 1|^2}, \quad \Im \left( \frac{g'}{g^2 \hat{\eta}} \right) = -\frac{i}{\sigma} \frac{\overline{\alpha}^2 - \alpha^2}{\alpha^4 - 1},$$

$$\Re \left\{ \frac{g}{g'} \left( \frac{g'}{g^2 \hat{\eta}} \right) ' \right\} = -\frac{2}{\sigma} \left( \frac{\alpha^2}{\alpha^4 - 1} + \frac{\overline{\alpha}^2}{\overline{\alpha}^4 - 1} \right),$$

$$\Im \left\{ \frac{g}{g'} \left( \frac{g'}{g^2 \hat{\eta}} \right) ' \right\} = \frac{2i}{\sigma} \left( \frac{\alpha^2}{\alpha^4 - 1} - \frac{\overline{\alpha}^2}{\overline{\alpha}^4 - 1} \right).$$

Now we apply the criteria in [17] Theorem 3.1 and [8] Theorem 2.3 to conclude (i). (ii) is obvious from Lemma 10.

6.5. Horizontal cross sections of $X(M_k)$. The horizontal cross sections of the maximal surfaces are obtained as the image of the circles $|\alpha| = \text{constant}$ because of Figure 5. $(\alpha, \beta) = (0, 0)$ is the bottom end, and $(\alpha, \beta) = (\infty, \infty)$ is the top end since $\lim_{\alpha \to 0} t(\alpha, \beta) = -\infty$ and $\lim_{\alpha \to \infty} t(\alpha, \beta) = \infty$.

6.6. About the orientation. We see that $g(0, 0) = g(\infty, \infty) = \infty$, which means that both of the normals at the top and at the bottom catenoidal ends are past pointing (or future pointing depending upon our choice). Note that the normals at the two ends of the elliptic catenoids are in opposite directions. This is in complete analogy with the relation between Costa-Hoffman-Meeks surfaces and catenoids in Euclidean three-space.
6.7. The symmetry group of $X(M_k)$. Having understood the geometry of $X(M_k)$, we can now determine the full symmetry group of $X(M_k)$.

**Lemma 15.** The symmetry group $G$ of $X(M_k)$ is of order $8(k+1)$, and is generated by $K, L, M$.

**Proof.** Note that $g(0,0) = g(\infty, \infty) = \infty$. Since a symmetry sends ends to ends, it preserves vertical normals. On $X(M_k)$, we see that $X(1,0)$ and $X(-1,0)$ are the only points where the Gauss map is vertical. Since both of them are mapped to $\vec{0} \in L^3$ by $X$, any element of $G$ must fix $\vec{0}$ and leave the $t$-axis invariant.

Let $G_1$ be the subgroup of $G$ of time orientation-preserving isometries. Then the index $[G : G_1]$ of $G_1$ in $G$ is 2. Let $G_2$ be the subgroup of $G_1$ of orientation-preserving isometries. Then $[G_1 : G_2] = 2$ and $G_2$ is a cyclic rotation group around the $t$-axis. The order of $G_2$ is at least $2(k+1)$ since it contains the rotation by $\frac{\pi}{k+1}$. On the other hand, since any element in $G_2$ must send a swallowtail singularity to another swallowtail singularity of the same time value, and since there are no or $2(k+1)$ swallowtail singularities on horizontal planes, the order of $G_2$ is $2(k+1)$.

Combining them all, we see that $G$ is of order $8(k+1)$. Since $G$ contains the group generated by $K, L, M$ which is of order $8(k+1)$, we get the conclusion. \qed

**Appendix A. Singly periodic maximal and minimal surfaces**

Integrating the Weierstrass data with $k = 0$ and with $\alpha = i$ as the reference point of integration yields the null holomorphic curve $(\Psi_1, \Psi_2, \Psi_0)$ in $\mathbb{C}^3$ after $\alpha$ is substituted by $\frac{w+i}{w-i}$, while the null holomorphic curve $(\Phi_1, \Phi_2, \Phi_3)$ in $\mathbb{C}^3$ is obtained by chance:

$$
\begin{align*}
\Psi_1 &= -\frac{1}{2} \ln w + 2\sigma^2 w^2 - 1, \\
\Psi_2 &= -\frac{i}{2} \ln w - 2i\sigma^2 w^2 - 1, \\
\Psi_0 &= 2\sigma \ln \left( -\frac{w+i}{w-i} \right),
\end{align*}
\begin{align*}
\Phi_1 &= -\frac{1}{2} \ln w - 2\sigma^2 w^2 - 1, \\
\Phi_2 &= -\frac{i}{2} \ln w + 2i\sigma^2 w^2 - 1, \\
\Phi_3 &= 2\sigma \ln \left( -\frac{w+i}{w-i} \right).
\end{align*}
$$

So, for any nonzero real number $\sigma$, the real parts of $(\Psi_1, \Psi_2, \Psi_0)$ and $(\Phi_1, \Phi_2, \Phi_3)$ give maximal and minimal surfaces, respectively, well defined on the universal cover.
of $\hat{\mathbb{C}} \setminus \{0, \infty, i, -i\}$. $0, \infty$ are planar ends, and $i, -i$ are catenoidal ends. They are singly periodic (Figure 6).

The Weierstrass data \([1]\) for $k \geq 1$ produces doubly periodic minimal surfaces in $E^3$.
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