ON THE EXISTENCE OF SOLUTIONS TO THE MONGE-AMPERE EQUATION WITH INFINITE BOUNDARY VALUES
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Abstract. Given a positive and an increasing nonlinearity \( f \) that satisfies an appropriate growth condition at infinity, we provide a condition on \( g \in C^\infty(\Omega) \) for which the Monge-Ampère equation \( \det D^2 u = g(x)f(u(x)) \) admits a solution with infinite boundary value on a strictly convex domain \( \Omega \). Sufficient conditions for the nonexistence of such solutions will also be given.

1. Introduction

Let \( \Omega \subseteq \mathbb{R}^n \) be a strictly convex bounded domain and let \( g \) be a positive smooth function on \( \Omega \). Let \( f \) be a positive and an increasing smooth function on \((\tau, \infty)\) for some \(-\infty \leq \tau < \infty\). In this paper we will be concerned with convex solutions of the Monge-Ampère equation

\[
\det D^2 u(x) = g(x)f(u(x)), \quad x \in \Omega,
\]

with the condition that

\[
u(x) \to \infty \quad \text{for} \quad x \to \partial \Omega.
\]

This problem was considered in [6, 7, 19, 20], and more recently in [14]. In all these papers, the function \( g \) was assumed to be bounded on \( \Omega \). Moreover, [6, 7, 19] consider the case when \( f(t) = t^\gamma \) or when \( f(t) = \exp(kt) \) for some positive \( \gamma > n \) and \( k \). In [14], the authors consider a much more general case with the right-hand side of (1.1) depending on the gradient \( Du \) as well.

The study of solutions of elliptic equations with infinite boundary value seems to have started with the work of Bieberbach. In his 1916 paper, Bieberbach [3] considered the problem \( \Delta u = \exp(u) \) in a bounded domain of the plane. Later Rademacher [24] extended his work to the case of three dimensions. It was not until 1957 that such problems were considered for general nonlinearities in arbitrary dimensions. In the papers [16, 23], Keller and Osserman studied solutions of \( \Delta u = f(u) \) with infinite boundary values for general nonlinearity \( f \) which satisfies a suitable growth condition at infinity. In fact they offer necessary and sufficient conditions on \( f \) for such solutions to exist in bounded domains. Subsequently, related questions were posed and studied by many authors. Problem (1.1) has been studied extensively when the Monge-Ampère operator is replaced by the Laplace operator,
or more generally by a quasilinear operator. Questions of existence, uniqueness, and asymptotic boundary estimates received particular attention. We refer the reader to the papers [1, 2, 3, 8, 9, 10, 11, 13, 14, 16, 17, 18, 21, 23] and the references therein.

Given a strictly convex bounded domain \( \Omega \subseteq \mathbb{R}^n \), we take a \( g \in C^\infty(\Omega) \) such that \( g(x) > 0, \ x \in \Omega \). We do not require \( g \) to be bounded on \( \Omega \). Throughout this paper we will suppose that \( f \in C^\infty(\tau, \infty) \) for some extended real number \(-\infty \leq \tau < \infty\), that \( f(t) \to 0 \) as \( t \to \tau \), and that \( f \) and \( f' \) are both positive on \((\tau, \infty)\).

Let \( F \) be the antiderivative of \( f \) with \( F(\tau) = 0 \).

We will need the condition

\[
\Phi(t) := \int_t^\infty \frac{1}{F(s)^{n+1}} \, ds < \infty
\]

for all \( t > \tau \).

Whenever \( f \) satisfies condition (1.3) it is known that (see [13] for a proof)

\[
\lim_{t \to \infty} \frac{F(t)^{n+1}}{f(t)} = 0.
\]

In stating sufficient conditions for the existence of solutions to problems (1.1) and (1.2), we will need the solvability of the following Dirichlet problem on \( \Omega \):

\[
\begin{cases}
\det(D^2 w) = g & \text{on } \Omega, \\
w = 0 & \text{on } \partial \Omega.
\end{cases}
\]

The paper is organized as follows. In Section 2 we will state and prove some lemmas that will be used in subsequent sections. In Section 3, we state and prove an existence result to problems (1.1) and (1.2). Bounds for such solutions will also be given. In Section 4, some results on nonexistence of solutions to the problems (1.1) and (1.2) will be presented.

2. Preliminaries

If \( f \) satisfies condition (1.3) we let \( \phi \) be the inverse of the decreasing function \( \Phi \) defined in (1.3). In this case we note that \( \phi' < 0 \) and that \( \phi(s) \to \infty \) as \( s \to 0^+ \). Direct computation shows that

\[
(-\phi')^{n+1} = F(\phi) \quad \text{and} \quad (n+1)(-\phi)^{n-1}\phi'' = f(\phi).
\]

Furthermore, we observe

\[
-\frac{\phi'(s)}{\phi''(s)} = (n+1)\frac{F(\phi(s))^{n+1}}{f(\phi(s))}.
\]

The following comparison lemma is well known [14, 19] and will be used repeatedly in subsequent proofs. Since we state it in a slightly different form for our purpose, we have included a short proof for completeness.

**Lemma 2.1.** Let \( w \in C^2(\Omega) \) be convex, and \( u \in C^2(\Omega) \) such that

\[
\limsup_{x \to \partial \Omega} (w(x) - u(x)) \leq 0.
\]

If \( \det D^2 u < \det D^2 w \) on \( \Omega \), then \( w \leq u \) on \( \Omega \). Moreover, if \( \det D^2 u \leq gf(u) \) and \( \det D^2 w \geq gf(w) \) on \( \Omega \), then \( w \leq u \) on \( \Omega \).
Proof. Given $\epsilon > 0$, the boundary condition \([2.2]\) implies $w(x) \leq u(x) + \epsilon$ for all $x \in \Omega$ with $0 < \text{dist}(x, \partial\Omega) < \delta$ for some $\delta > 0$. We assume that the open set $G = \{ x \in \Omega : w(x) > u(x) + \epsilon \}$ is nonempty, for otherwise there is nothing to show. Then $\overline{G} \subseteq \Omega$ and $w = u + \epsilon$ on $\partial G$. First let us suppose that $\det D^2u < \det D^2w$ on $\Omega$. Let the maximum of $w - u - \epsilon$ in $\overline{G}$ be attained at $x_0 \in G$. Thus $D^2(w - u)(x_0)$ is negative semidefinite and hence $\det D^2w(x_0) \leq \det D^2u(x_0)$. But this contradicts the stated assumption, and therefore we have $w(x) \leq u(x) + \epsilon$. Let us now suppose that $\det D^2u \leq gf(u)$ and $\det D^2w \geq gf(w)$ on $\Omega$. Then since $f$ is increasing we would have $\det D^2(u + \epsilon) < gf(u + \epsilon) < gf(w) \leq \det D^2w$ on $G$ with $u + \epsilon = w$ on the boundary $\partial G$. But then the result proved earlier would imply $w \leq u + \epsilon$ on $G$, which is a contradiction. Thus, in any case, we have $w \leq u + \epsilon$ on $\Omega$, and since $\epsilon$ is arbitrary, we conclude that $w \leq u$ on $\Omega$.

We will also find the following observation useful. Let $u$ be a strictly convex $C^2$ function in a convex domain in $\mathbb{R}^n$, and let $\eta$ be a smooth function defined on an interval containing the range of $u$. If $w = \eta(u)$, then it can be shown \([19]\) proof of Proposition 2.4 that

\[
\det D^2w = (\eta'(u))^n \det D^2u + \eta''(u)(\eta'(u))^{n-1}(\det D^2u)(Du)^T(D^2w)^{-1}Du,
\]

where $A^T$ denotes the transpose of matrix $A$.

Lemma 2.2. Let $f$ satisfy condition \([1.3]\), and suppose $g \in C^\infty(\overline{\Omega})$ is positive. Then there is $h \in C^\infty(\Omega)$ such that $h(x) \to \infty$ as $\text{dist}(x, \partial\Omega) \to 0$, and $u \leq h$ on $\Omega$ for any solution $u \in C^\infty(\Omega) \cap C(\overline{\Omega})$ of \([1.1]\).

Proof. By \([4]\) Theorem 1.1, we take $w \in C^\infty(\overline{\Omega})$ to be the solution of the Dirichlet problem \([1.5]\). We put $z = -w$, and let us define $h = \phi(\epsilon z)$ for some $\epsilon > 0$ to be chosen later. Then, according to \([2.3]\), we have

\[
\det D^2h = \epsilon^n(\phi'(\epsilon z))^n \det D^2z + \epsilon^{n+1}\phi''(\epsilon z)(\phi'(\epsilon z))^{n-1}(\det D^2z)(Dz)^T(D^2z)^{-1}Dz = \epsilon^n(\det D^2w)\phi''(\epsilon z)(-\phi'(\epsilon z))^{n-1}\left[\frac{-\phi'(\epsilon z)}{\phi''(\epsilon z)} + \epsilon(Dw)^T(D^2w)^{-1}Dw\right] = \frac{\epsilon^n}{n+1}gf(\epsilon)\left[\frac{-\phi'(\epsilon z)}{\phi''(\epsilon z)} + \epsilon(Dw)^T(D^2w)^{-1}Dw\right].
\]

Let

\[
M_\epsilon(x) = \frac{\epsilon^n}{n+1}\left[\frac{-\phi'(\epsilon z)}{\phi''(\epsilon z)} + \epsilon(Dw)^T(D^2w)^{-1}Dw\right].
\]

Taking note of the identity \([2.1]\) and the limit \([1.4]\), we see that, since $w \in C^\infty(\overline{\Omega})$, $M_\epsilon(x)$ can be made as small as we wish uniformly in $x \in \Omega$ by taking $\epsilon$ sufficiently small. So for such a choice of $\epsilon$, we find that

\[
\det D^2h \leq gf(h)
\]
on $\Omega$. We also note that $h(x) \to \infty$ as $\text{dist}(x, \partial\Omega) \to 0$. From the comparison lemma, it follows that $u \leq h$ on $\Omega$.

\[
\text{3. Existence of solutions to \([1.1]\) and \([1.2]\)}
\]

Theorem 3.1. Let $f$ satisfy condition \([1.3]\) and let $g \in C^\infty(\Omega)$ be positive. If the Dirichlet problem \([1.1]\) has a convex solution $w \in C^\infty(\Omega) \cap C(\overline{\Omega})$, then the problems \([1.1] - \([1.2]\) admit a solution $u \in C^\infty(\Omega)$.
Proof. Let \( w \in C^\infty(\Omega) \cap C(\overline{\Omega}) \) be the strictly convex solution of (1.3). Since \( f \) satisfies (1.3) and hence also (1.4), we define

\[
(3.1) \quad \gamma(t) = -\lambda \int_t^\infty \frac{1}{f(s)^{1/n}} \, ds, \quad t > \tau,
\]

so that \( \gamma : (\tau, \infty) \to (\gamma(\tau), 0) \) is an increasing function. Here \( \lambda \geq 1 \) is chosen such that

\[
\gamma(\tau) < \min_{x \in \Omega} w(x).
\]

For each sufficiently big positive integer \( k \), let us define the strictly convex sets

\[
\Omega_k := \{ x \in \Omega : w(x) < \gamma(k) \}.
\]

We now consider the Dirichlet problems:

\[
(3.2) \quad \begin{cases}
\det(D^2u) = \lambda^{-n}gf(u) & \text{in } \Omega_k, \\
u = k & \text{on } \partial\Omega_k.
\end{cases}
\]

Any convex solution of the above problem with the right-hand side replaced by \( \lambda^{-n}gf(k) \) is a subsolution of problem (3.2). Therefore, by [4, Theorem 7.1] (see also [19, Lemma 2.3]), problem (3.2) admits a strictly convex solution \( u_k \) on \( \Omega_k \). For \( \epsilon > 0 \), let \( v_k = \gamma(u_k + \epsilon) \) for each \( k \). Note that

\[
(3.3) \quad (\gamma'(t))^n = \frac{\lambda^n}{f(t)} \quad \text{and} \quad \gamma''(t)(\gamma'(t))^{n-1} = -\frac{\lambda^n f'(t)}{nf^2(t)}.
\]

Direct computation, where we use (3.3) in (2.3) with \( w = \gamma(u_k + \epsilon) \), shows that

\[
\det D^2 v_k = \lambda^n \frac{\det D^2 u_k}{f(u_k + \epsilon)} - \frac{\lambda^n f'(u_k + \epsilon) \det D^2 u_k (Du_k)^T (D^2 u_k)^{-1} Du_k}{n f^2(u_k + \epsilon)}
\]

\[
= \frac{gf(u_k)}{f(u_k + \epsilon)} - \frac{f'(u_k + \epsilon) \det D^2 u_k (Du_k)^T (D^2 u_k)^{-1} Du_k}{n f^2(u_k + \epsilon)}.
\]

Since \( u_k \) is strictly convex and \( \det D^2 u_k > 0 \), we see that \( \det D^2 u_k \) and hence its inverse \((D^2 u_k)^{-1}\) is positive definite. This together with the fact that \( f \) is increasing leads to

\[
\det D^2 v_k < g
\]

on \( \Omega_k \). As \( w \) is a solution of (1.5) on \( \Omega \), we conclude that

\[
\det D^2 v_k < \det D^2 w
\]

on \( \Omega_k \). Since \( w \leq v_k = \gamma(u_k + \epsilon) \) on \( \partial\Omega_k \), it follows from the comparison lemma that \( w \leq \gamma(u_k + \epsilon) \) on \( \Omega_k \). Therefore, since \( \epsilon \) is arbitrary, we have \( \gamma^{-1}(w) \leq u_k \) on \( \Omega_k \). Because \( u = \gamma^{-1}(w) \) on \( \Omega_k \) and \( \gamma^{-1}(w) \leq u_{k+1} \) on \( \Omega_{k+1} \), it follows from the comparison lemma that \( u_k \leq u_{k+1} \) on \( \Omega_k \).

Now, let \( x_0 \in \Omega \) and let \( N \) be a positive integer so that \( x_0 \in \Omega_N \). Since \( g \in C^\infty(\Omega_{N+1}) \), by Lemma 2.2, we pick \( h_N \in C^\infty(\Omega_{N+1}) \) such that \( u_k \leq h_N \) for all \( k \geq N \). Thus \( \{u_k(x_0)\} \), being an increasing sequence that is bounded by \( h(x_0) \), converges to a limit \( u(x_0) \). We now proceed to show that the limit function \( u \) so obtained is a solution of (1.1). The argument rests on well-known \textit{a priori} estimates for solutions of (3.2) established in the papers [4, 26]. Such arguments have been used in [19] when \( \tau > -\infty \) and in [14, 20, 25] for the case \( \tau = -\infty \). For completeness we will provide the argument when \( \tau > -\infty \) in our case. In fact it is no loss of generality to suppose that \( \tau = 0 \) in this situation, for otherwise we consider problems (1.1)–(1.2) with \( f(t) \) replaced by \( f(t + \tau) \).
Let \( m = \min \{ \gamma^{-1}(w)(x) : x \in \overline{\Omega} \} \) and \( M = \max \{ \gamma^{-1}(w)(x) : x \in \overline{\Omega} \} \). Then \( m \leq u_k \leq M \) on \( \Omega_N \) for all \( k > N \). By \cite[Proposition 2.4(ii)]{26} (or \cite[Lemma 2.2]{19}), there is a constant \( C \) that depends only on \( m, M \), bounds of \( g \) and its derivatives on \( \Omega_N \), bounds of \( f \) and its derivatives on \([m, M]\), and \( \text{dist}(\Omega_N, \partial \Omega_k) \) such that

\[
\|u_k\|_{C^1(\overline{\Omega})} \leq C,
\]

for \( k > N \). Since for such \( k \),

\[
0 < \text{dist}(\Omega_N, \partial \Omega_{N+1}) \leq \text{dist}(\Omega_N, \partial \Omega_k) \leq \text{dist}(\Omega_N, \partial \Omega),
\]

the constant \( C \) can actually be chosen to be independent of \( k \). Hence, the sequence \( \{u_k\} \) contains a subsequence that converges uniformly, together with its first and second derivatives, to \( u \) and therefore \( \det(D^2u) = gf(u) \). From elliptic regularity theory it follows that \( u \in C^\infty(\Omega) \). Since \( \gamma^{-1}(w) \leq u \) on \( \Omega \) and \( \gamma^{-1}(0-) = \infty \), we see that \( u \) has infinite value on the boundary \( \partial \Omega \).

\[\text{Corollary 3.2.} \quad \text{Let } f \text{ satisfy } (1.3) \text{ and let } g \text{ be a smooth function on } \Omega \text{ such that } 0 < g(x) \leq A \text{dist}(x, \partial \Omega)^{\delta-n-1} \text{ for some positive constants } \delta \text{ and } A. \text{ Then the problems } (1.1)-(1.2) \text{ admit a smooth solution on } \Omega. \]

\[\text{Proof.} \quad \text{It is shown in } [5] \text{ Theorem 3] that under the given conditions on } g, \text{ the Dirichlet problem } (1.3) \text{ has a unique convex solution } w \in C^\infty(\Omega) \cap C^\infty(\overline{\Omega}) \text{ for some } \epsilon > 0. \text{ Thus the corollary follows from the above theorem.} \]

\[\text{Remark 3.3.} \quad \text{The existence of a solution to } (1.1)-(1.2), \text{ when } f \text{ satisfies } (1.3) \text{ and } g \in C^\infty(\overline{\Omega}) \text{ is positive, has already been established in the papers } [20, 25]. \text{ See also } [18] \text{ for an existence result when } f(t) = t^\gamma, \gamma > n, \text{ or } f(t) = e^t \text{ and } g \in C^\infty(\Omega). \text{ Thus Theorem 3.1 generalizes these results to the case when } g \text{ is not necessarily bounded on } \Omega. \]

\[\text{Theorem 3.4.} \quad \text{Let } f \text{ satisfy condition } (1.3) \text{ and let } g \in C^\infty(\Omega) \text{ be a positive function such that } \text{the Dirichlet problem } (1.5) \text{ has a convex solution. If, in addition, } \inf\{ (g(x) : x \in \Omega) > 0 \text{ and } g \in L^1(\Omega), \text{ then there are functions } h_1, h_2 : (0, \infty) \rightarrow \mathbb{R} \text{ with } h_1(r) \rightarrow \infty \text{ as } r \rightarrow 0 \text{ such that for any solution } u \text{ of problems } (1.1)-(1.2),
\]

\[
h_1(d(x, \partial \Omega)) \leq u(x) \leq h_2(d(x, \partial \Omega)), \quad x \in \Omega.
\]

\[\text{Proof.} \quad \text{Let } w \in C^\infty(\Omega) \cap C(\Omega) \text{ be a solution of } (1.5). \text{ Then, by Alexandrov’s maximum principle } [5] \text{ Theorem 1.4.2], we have}
\]

\[
w(x) \geq -Cd(x, \partial \Omega)^{1/n}, \quad x \in \Omega,
\]

where \( C \) is a positive constant that depends on the diameter \( \text{diam}(\Omega) \) of \( \Omega \), the dimension \( n \), and the \( L^1 \) norm of \( g \) on \( \Omega \). In the definition of \( \gamma \) given in (3.1), we choose \( \lambda \geq 1 \) such that \( \gamma(\tau^+) < -C(\text{diam}(\Omega))^{1/n} \). Now if \( u \) is any solution of \((1.1)-(1.2)\) on \( \Omega \), then arguing as in the proof of Theorem 3.1, one can show that \( w \leq \gamma(u + \epsilon) \) on \( \Omega \) for any \( \epsilon > 0 \). Thus,

\[
\gamma^{-1}(-Cd(x, \partial \Omega)^{1/n}) \leq \gamma^{-1}(w) \leq u + \epsilon, \quad x \in \Omega.
\]

Since \( \epsilon \) is arbitrary, the left-hand side inequality in (3.4) follows with \( h_1(t) = \gamma^{-1}(-Ct^{1/n}) \). We now proceed to establish the right-hand side inequality.
Theorem 4.1. Suppose for $x \in \Omega$, let $z(x) = (r^2 - |x - x_0|^2)/2$ for $0 < r \leq \text{diam}(\Omega)$. An application of (2.3) to the function $\vartheta(x) = \phi(\epsilon z(x))$, where $\epsilon > 0$ is to be determined, shows that

$$\det D^2 \vartheta = e^n(\phi'(\epsilon z))^n \det D^2 z + e^{n+1} \phi''(\epsilon z)(\phi'(\epsilon z))^{n-1}(\det D^2 z)(D^2 z)^T D^2 z^{-1} Dz - \vartheta$$

$$= e^n \phi''(\epsilon z)(-\phi'(\epsilon z))^{n-1} \left[ \frac{-\phi'(\epsilon z)}{\phi''(\epsilon z)} + \epsilon |x - x_0|^2 \right]$$

Let

$$M_\epsilon(x; r) := \epsilon^n \left[ \frac{-\phi'(\epsilon z)}{\phi''(\epsilon z)} + \epsilon |x - x_0|^2 \right].$$

Let $m_g > 0$ be the infimum of $g$ on $\Omega$. As in the proof of Lemma 2.2, we take $\epsilon$ sufficiently small so that $M_\epsilon(x, r) \leq m_g$ for $x \in \Omega$ and $0 \leq r \leq \text{diam}(\Omega)$. Thus

$$\det D^2 \vartheta - g f(\vartheta) \leq [M_\epsilon(x, r) - m_g] f(\vartheta) < 0, \quad x \in B(x_0, r).$$

Since $\vartheta = \infty$ on $\partial B(x_0, r)$, by the comparison lemma it follows that $u \leq \phi(\epsilon z)$ on $B(x_0, r) \subseteq \Omega$ for $0 < r \leq d(x_0, \partial \Omega)$. In particular, $u(x_0) \leq \phi(\epsilon r^2)/2$. Thus given $x_0 \in \Omega$, we have $u(x_0) \leq h_2(d(x_0, \partial \Omega))$, where $h_2(r) = \phi(\epsilon r^2)/2$ and $r$ is taken to be $d(x_0, \partial \Omega)$.

4. Nonexistence of solutions to (1.1) and (1.2)

For our first nonexistence result, we consider a class of positive functions $g \in C^\infty(\Omega)$ such that

$$\liminf_{x \to x_0} g(x)|x - x_0|^{2n} = \alpha$$

for some $x_0 \in \partial \Omega$ and some $\alpha \in (0, \infty]$.

Theorem 4.1. Suppose $f$ satisfies (1.3) and that $g \in C^\infty(\Omega)$ is a positive function that satisfies (4.1) for some $x_0 \in \partial \Omega$ and some $0 < \alpha \leq \infty$. Then there is no convex function $u \in C^2(\Omega)$ that solves the problems (1.1) and (1.2) on $\Omega$.

Proof. By hypothesis, there are positive numbers $\beta$ and $\delta$ such that

$$g(x) \geq \beta|x - x_0|^{-2n}$$

for $x$ in $B(x_0, \delta) \cap \Omega$. Here, $B(x_0, \delta)$ stands for the ball of radius $\delta$ centered at $x_0$.

Let $x_0 = x_0 - 2r\vec{n}(x_0)$, where $\vec{n}(x_0)$ is the outer unit normal vector to $\partial \Omega$ at $x_0$.

For $0 < r < \delta/3$, we note that $B(x_0^r, r) \subseteq B(x_0, \delta) \cap \Omega$, and therefore, $g(x) \geq \beta r^{-2n}$ for $x \in B(x_0^r, r)$. We now let $\vartheta(x) = \phi(\epsilon z(x))$, where

$$z(x) = \frac{1}{2} \left( 1 - \frac{|x - x_0|^2}{r^2} \right), \quad x \in B(x_0^r, r),$$

and $\epsilon > 0$ is to be determined.

Computing as in the proof of Lemma 2.2, we find that for $x \in B(x_0^r, r)$,

$$\det D^2 \vartheta = \frac{\epsilon^n}{(n + 1)r^{2n}} f(\vartheta) \left[ \frac{-\phi'(\epsilon z)}{\phi''(\epsilon z)} + \frac{\epsilon |x - x_0|^2}{r^2} \right]$$

$$\leq \frac{\epsilon^n}{(n + 1)r^{2n}} f(\vartheta) \left[ \frac{-\phi'(\epsilon z)}{\phi''(\epsilon z)} + \epsilon \right].$$
Theorem 4.2. Suppose \( g \in C^\infty(\Omega) \) and \( f(t) = t^\gamma, \, 0 < \gamma \leq n \). The next result extends this nonexistence result to include \( g \in C^\infty(\Omega) \) and nonlinearities \( f \) that satisfy the following condition:

\[
\int_1^\infty \frac{1}{f(t)^{1/n}} \, dt = \infty.
\]

**Theorem 4.2.** Suppose \( f \) satisfies (1.2). If \( \det D^2 w \geq g \) on \( \Omega \) for some convex function \( w \in C^2(\Omega) \cap C(\overline{\Omega}) \), then there is no strictly convex function \( u \in C^2(\Omega) \) such that \( \det D^2 u \leq gf(u) \) on \( \Omega \) and that satisfies (1.2).

**Proof.** Suppose \( u \in C^2(\Omega) \) is a strictly convex function that satisfies \( \det D^2 u \leq gf(u) \) on \( \Omega \) and the boundary condition (1.2). We choose \( \alpha > 0 \) such that \( u + \alpha \geq 1 \) on \( \Omega \). Let

\[
\mu(t) = \int_1^t \frac{1}{f(s)^{1/n}} \, ds, \quad t > 1.
\]

By hypothesis, we recall that \( \mu(\infty) = \infty \). Let \( v(x) = \mu(u(x) + \alpha), \quad x \in \Omega \).

Then as before, we see that

\[
\det D^2 v = \frac{\det D^2 u}{f(u + \alpha)} - \frac{1}{n} \cdot \frac{f'(u + \alpha)}{f^2(u + \alpha)}(\det D^2 u)(Du)^T(D^2 u)^{-1}Du.
\]

Since \( u \) is convex and \( f \) is increasing, it follows that \( \det D^2 v < g \) on \( \Omega \). As a consequence, we have \( \det D^2 v < \det D^2 w \) on \( \Omega \). Now let \( \beta \geq 0 \) be an arbitrary real number. Then \( \det D^2 v < \det D^2 (w + \beta) \). Since \( w + \beta \leq v \) on \( \partial \Omega \), from the comparison principle we conclude that \( w + \beta \leq v \) on \( \Omega \). Thus it has been shown that

\[
v - w \geq \beta
\]

on \( \Omega \) for any real number \( \beta \), which is an obvious contradiction. \( \square \)
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