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Abstract. In this paper we shall prove that the process obtained by killing first and subordinating next is a subprocess of the process obtained by subordinating first and killing next.

1. Introduction

A subordinator is a Lévy process on positive line. A subordinate process is a time change of a Markov process by an independent subordinator. More precisely, given a Markov process \( X = (X_t) \) on \((E, \mathcal{B}(E))\) and a subordinator \( S = (S_t) \) independent of \( X \), then the process \((X_{S_t})\) is still a Markov process and is called a subordinate process of \( X \) by \( S \). Its transition semigroup is given by

\[
P^x(X_{S_t} \in A) = \int_0^\infty P^x(X_s \in A) \mu_t(ds),
\]

where \((\mu_t)\) is the convolution semigroup of \( S \). On the other hand, killing transform means 'killing' a Markov process at a rate given by a decreasing multiplicative functional. Given a decreasing multiplicative functional \( M \) of \( X \), we define a transition semigroup by

\[
Q_t(x, A) = E^x(M_t; X_t \in A), \quad x \in E, \quad A \in \mathcal{B}(E),
\]

which gives birth to a new Markov process \( Y \), called a subprocess of \( X \) killed by \( M \). The simplest case is 'killing' a process upon leaving a domain. In connection with Dirichlet forms, Theorem 3.5 of [6] gives a clear characterization. If both \( X \) and \( Y \) are symmetric Markov processes on \( E \) and are associated with Dirichlet spaces \((\mathcal{E}^X, \mathcal{F}^X)\) and \((\mathcal{E}^Y, \mathcal{F}^Y)\), respectively, then \( Y \) is a subprocess of \( X \) if and only if \((\mathcal{E}^Y, \mathcal{F}^Y)\) is strongly subordinated to \((\mathcal{E}^X, \mathcal{F}^X)\) in the sense that (1) \( \mathcal{F}^Y \) is a dense subspace of \( \mathcal{F}^X \); (2) for any non-negative \( u, v \in \mathcal{F}^Y \), \( \mathcal{E}^X(u, v) \leq \mathcal{E}^Y(u, v) \).

Both are important transformations in the theory of Markov processes. The question is whether the order of transformation can be switched. For example, suppose that \( X \) is an \( n \)-dimensional Brownian motion, \( S \) is a one-side \( \alpha \)-stable process, \( \alpha \in (0, 1) \), and \( D \) is a domain in \( \mathbb{R}^n \). Subordinating \( X \) by \( S \) and killing the latter upon leaving the domain \( D \), we obtain a symmetric \( 2\alpha \)-stable process...
restricted on $D$, while taking the reverse order, a subordinate process of the killed Brownian motion. What is the connection between these two processes? In this paper we shall prove that the process obtained by killing first and subordinating next is a subprocess of the process obtained by subordinating first and killing next. The problem was raised by Professor P. Fitzsimmons in a private communication, however the real motivation may be found in a recent work of Chen and Song [1], where they use this order to estimate the eigenvalues of $\alpha$-stable processes restricted on a domain.

2. Main results

In this paper we shall exclusively consider symmetric Markov processes and use the Dirichlet form approach. Given an $m$-symmetric Borel right Markov process $X$ on a Lusin state space $E$ with transition semigroup $(p_t)$, there is always a Dirichlet form $(\mathcal{E}, \mathcal{F})$ associated, where

\[
\mathcal{F} = \{ u \in L^2(E, m) : \sup_{t>0} \frac{1}{t}(u - p_t u, u) < \infty \};
\]

\[
\mathcal{E}(u, u) = \sup_{t>0} \frac{1}{t}(u - p_t u, u).
\]

We refer to [2] for basic notions in the theory of Dirichlet forms. Note that elements in Dirichlet space always assume their quasi-continuous versions. We prepare two preliminary lemmas first. Assume that $(\mathcal{E}, \mathcal{F})$ is a Dirichlet form on $L^2(E, m)$, $\mu$ is its jumping measure, and $\mu'$ is another symmetric measure on $E \times E$ dominated by $\mu$. Let \( \bar{\mu}'(dx) := \mu'(dx \times E) \). Define

\[
\mathcal{E}'(u, v) = \mathcal{E}(u, v) + \mu'(u \otimes v)
\]

for $u, v \in D(\mathcal{E}') \subset \mathcal{F} \cap L^2(E, \mu')$, where $u \otimes v(x, y) := u(x)v(y)$. The form $(\mathcal{E}', D(\mathcal{E}'))$ is well defined since

\[
|\mu'(u \otimes v)| \leq \frac{1}{2}(\bar{\mu}'(u^2 + v^2)).
\]

**Lemma 2.1.** Let \( \mathcal{E} \) and \( \mathcal{E}' \) be as above. Then it holds that for $u \in D(\mathcal{E}')$,

\[
\frac{1}{8}(\mathcal{E}(u, u) + \bar{\mu}'(u^2)) \leq \mathcal{E}'(u, u) \leq \mathcal{E}(u, u) + \bar{\mu}'(u^2)
\]

and

\[
\mathcal{E}'(u, u) \geq \frac{1}{2} \mathcal{E}(u, u).
\]

**Proof.** We shall use a trick which appeared in [7]. The form $(\mathcal{E}, \mathcal{F})$ has the Beurling-Deny decomposition (see e.g. Theorem 3.2.1 of [2])

\[
\mathcal{E}(u, u) = \mathcal{E}^c(u, u) + \frac{1}{2} \int_{E \times E} (u(x) - u(y))^2 \mu(dx dy), \ u \in \mathcal{F},
\]

where $\mathcal{E}^c$ is the local part. Then it is easy to see that for $u \in \mathcal{F} \cap L^2(E, \bar{\mu}')$,

\[
\mathcal{E}'(u, u) = \mathcal{E}^c(u, u) + \frac{1}{2} \int_{E \times E} (u(x) - u(y))^2 (\mu - \mu')(dx dy) + \bar{\mu}'(u^2)
\]

\[
\leq \mathcal{E}(u, u) + \bar{\mu}'(u^2).
\]
For the other inequality we need to distinguish two cases. Take any constant $a > 1$. If
\[
\frac{a}{2} \int_{E \times E} (u(x) - u(y))^2 (\mu - \mu')(dx dy) \geq \frac{1}{2} \int_{E \times E} (u(x) - u(y))^2 \mu(dx dy),
\]
then it follows that
\[
\mathcal{E}'(u, u) \geq \frac{1}{a} [\mathcal{E}(u, u) + \mu'(u^2)].
\]
Conversely if
\[
\frac{a}{2} \int_{E \times E} (u(x) - u(y))^2 (\mu - \mu')(dx dy) \leq \frac{1}{2} \int_{E \times E} (u(x) - u(y))^2 \mu(dx dy),
\]
then we have
\[
\frac{a-1}{2} \int_{E \times E} (u(x) - u(y))^2 \mu(dx dy) \leq a \cdot \frac{1}{2} \int_{E \times E} (u(x) - u(y))^2 \mu'(dx dy)
\]
and for any $b \in [0, 1]$,
\[
\mathcal{E}'(u, u) \geq \mathcal{E}'(u, u) + \mu'(u^2)
\]
\[
= \mathcal{E}^c(u, u) + b \mu'(u^2) + (1 - b) \mu'(u^2)
\]
\[
\geq \mathcal{E}^c(u, u) + b \cdot \frac{a-1}{4a} \int_{E \times E} (u(x) - u(y))^2 \mu(dx dy) + (1 - b) \mu'(u^2)
\]
\[
\geq \frac{b(a-1)}{2a} \mathcal{E}(u, u) + (1 - b) \mu'(u^2).
\]
For the first inequality let $b = \frac{1}{2}$ and $a = 2$, and for the second, let $b = 1$ and $a \to \infty$. The conclusion follows. \(\square\)

We need another lemma.

**Lemma 2.2.** Let $(\mathcal{E}, \mathcal{F})$ and $(\tilde{\mathcal{E}}, \tilde{\mathcal{F}})$ be two Dirichlet forms on $L^2(E, m)$. Assume that $\mathcal{F}$ is a dense subspace in $(\tilde{\mathcal{E}}, \tilde{\mathcal{F}})$. Let $D$ be an open subset of $E$. Then we have
\[
(F^D)_{\tilde{\mathcal{E}}_1} = \tilde{\mathcal{F}}^D,
\]
where $(F^D)_{\tilde{\mathcal{E}}_1}$ is the closure of $F^D$ under the $\tilde{\mathcal{E}}_1$-norm.

**Proof.** Note that $\tilde{\mathcal{F}} = F_{\tilde{\mathcal{E}}_1}$. The above result says that the closure and restriction commute.

Set $\mathcal{F}_0 := (F^D)_{\tilde{\mathcal{E}}_1}$. Obviously $\mathcal{F}_0 \subset \tilde{\mathcal{F}}^D$. We will first prove that $b\mathcal{F}_0$, the set of bounded functions in $\mathcal{F}_0$, is an algebraic ideal of $b\tilde{\mathcal{F}}$, the set of bounded functions in $\tilde{\mathcal{F}}$. Take a bounded function $u \in \mathcal{F}_0$ and a bounded function $v \in \tilde{\mathcal{F}}$. We need to show that $uv \in \mathcal{F}_0$. There exists a sequence $u_n \in F^D$ and a sequence $v_n \in \tilde{\mathcal{F}}$ such that $u_n \to u$ and $v_n \to v$ both in the $\tilde{\mathcal{E}}_1$-norm. Clearly $u_nv_n \in F^D$ since $b\mathcal{F}^D$ is an algebraic ideal of $b\tilde{\mathcal{F}}$.

We may assume without loss of generality that \{u_n\} is uniformly bounded. In fact, assume that $|u| \leq c$ and let $u_n' := (-c) \lor u_n \land c$. Then \{u_n'\} $\subset F^D$ is uniformly bounded and converges to $u$ q.e. Furthermore since $\tilde{\mathcal{E}}(u_n', u_n') \leq \tilde{\mathcal{E}}(u_n, u_n)$, there exists a subsequence whose Cesaro mean, which is still in $F^D$ and uniformly bounded, converges to $u$ in the $\tilde{\mathcal{E}}_1$-norm. Similarly \{v_n\} may also be assumed to be uniformly bounded.
By the Markovian property,
\[ \tilde{E}(u_n v_n, u_n v_n) \leq |v_n|_\infty \cdot \tilde{E}(u_n, u_n) + |u_n|_\infty \cdot \tilde{E}(v_n, v_n). \]
It follows that \( \{u_n v_n\} \) is \( \tilde{E} \)-bounded. Since \( u_n v_n \) converges to \( uv \) q.e., the Cesaro mean of \( \{u_n v_n\} \) (or a subsequence) converges to \( uv \) in the \( \mathcal{E}_1 \)-norm. Hence the consequence \( uv \in \mathcal{F}_0 \) follows.

Now by a result of Silverstein in [5], there is a quasi-open set \( B \) such that
\[ \mathcal{F}_0 = \{ u \in \tilde{F} : u|_B = 0 \text{ a.e.} \}. \]
Obviously \( B \subset D \) q.e. However \( \mathcal{F}^D \subset \mathcal{F}_0 \) and thus \( D \setminus \tilde{B} \) is the quasi-open null set. It implies that \( D = B \) q.e. and \( \mathcal{F}_0 = \mathcal{F}^D \). \( \square \)

Let \( X = (X_t, \mathbb{P}^x) \) be a symmetric Markov process on the state space \((E, \mathcal{E})\) and let the transition semigroup \((p_t)\) be associated with the Dirichlet space \((\mathcal{E}, \mathcal{F})\) on \( L^2(E, \mu) \). Let \( D \) be an open subset of \( E \) and \( \tau_D \) the first exit time of \( D \). Denote by \( X^D \) the subprocess of \( X \) killed at leaving \( D \) with transition semigroup \((p_t^D)\) and Dirichlet space \((\mathcal{E}, \mathcal{F}^D)\), where \( \mathcal{F}^D \) is the set of elements in \( \mathcal{F} \) vanishing on the complement of \( D \). We sometimes say that \( X^D \) or \( \mathcal{F}^D \) is the restriction of \( X \) or \( \mathcal{F} \) on \( D \). A convolution semigroup \( \mu = \{\mu_t\} \) on \((0, \infty)\) is called a subordinator. Its Laplace transform is
\[ \int_0^\infty e^{-s \xi} \mu_t(d\xi) = \exp(-t\phi(x)), \]
where \( \phi \) is called the Laplace exponent of \( \mu \) and may be represented as
\[ \phi(x) = bx + \int (1 - e^{-s \xi})n(d\xi), \]
with a drift \( b \geq 0 \) and Lévy measure \( n \) on \((0, \infty)\) satisfying an integrability condition
\[ \int_0^\infty (1 + \xi) n(d\xi) < \infty. \]
The subordinator \( \mu \) is uniquely determined by \( \phi \).

We may now define a new kernel \((p_t^\phi)\) as
\[ p_t^\phi(x, B) = \int_0^\infty p_s(x, B) \mu_t(ds), \]
which is a transition semigroup on \( E \) and is still \( m \)-symmetric. Let \( X^\phi \) be the right Markov process (for the definition, see e.g., [4]) with semigroup \((p_t^\phi)\). We usually say that we obtain \( X^\phi \) through a subordinator \( \mu \). We now have two transforms: restriction and subordination. Both make sense for any right Markov process. Let \( X^{\phi, D} \) be the process obtained through subordinator \( \mu \) first and then killed at leaving \( D \) and let \( X^{D, \phi} \) be the process obtained by the other way around, i.e., killed at leaving \( D \) first and then subordinated.

**Theorem 2.1.** The process \( X^{D, \phi} \) is a subprocess of \( X^{\phi, D} \) killed by a decreasing MF.

**Proof.** Let \((\mathcal{E}^D, \mathcal{F}^D)\), \((\mathcal{E}^\phi, \mathcal{F}^\phi)\), \((\mathcal{E}^{\phi, D}, \mathcal{F}^{\phi, D})\), and \((\mathcal{E}^{\phi, D}, \mathcal{F}^{\phi, D})\) be the Dirichlet forms corresponding to \( X^D \), \( X^\phi \), \( X^{\phi, D} \) and \( X^{\phi, D} \), respectively. Then \( \mathcal{F}^{\phi, D} = (\mathcal{F}^{\phi})^D \), the restriction of \( \mathcal{F}^{\phi} \) on \( D \), and \( \mathcal{E}^{\phi, D} = \mathcal{E}^{\phi} \) on \( \mathcal{F}^{\phi, D} \). By a result in
Theorem 3.5 of [6], we need only show that

1. \( F_{D,\phi} \) is a dense subspace in \( F_{\phi,D} \) with respect to the \( E_{1}^{\phi,D} \)-norm.
2. For any non-negative functions \( u, v \in F_{D,\phi} \), it holds that
   \[ E_{D,\phi}(u, v) \geq E_{\phi}(u, v). \]

A result in [3] allows us to write down explicitly the Dirichlet form of subordination. Actually it may be verified by definition that
\[
F_{\phi} = \{ u \in L^{2}(E, m) : \int_{0}^{\infty} (u - p_{t}u, u) n(dt) < \infty \},
\]
\[
E_{\phi}(u, u) = \int_{0}^{\infty} (u - P_{t}u, u) n(dt).
\]
It is easy to check that \( (u - P_{t}u, u) \leq (1 \wedge t)E_{1}(u, u) \) and then
\[
E_{\phi}(u, u) \leq \int_{0}^{\infty} (1 \wedge t)n(dt) \cdot E_{1}(u, u).
\]
Hence \( F \subset F_{\phi} \). Moreover by [3] \( F \) is dense in \( F_{\phi} \). For \( u \in F_{\phi} \) the form may be written as
\[
E_{\phi}(u, u) = bE(u, u) + \frac{1}{2} \int_{E \times E} (u(x) - u(y))^{2}j(x, dy)m(dx) + \int_{E} u^{2}(x)k(x)m(dx),
\]
where
\[
j(x, dy) = \int_{0}^{\infty} p_{t}(x, dy)n(dt),
\]
\[
k(x) = \int_{0}^{\infty} (1 - p_{t}1(x))n(dt).
\]
Similarly, \( F^{D} \) is a dense subspace of \( F^{D,\phi} \) and for \( u \in F^{D,\phi} \), we have
\[
E_{D,\phi}(u, u) = \int_{0}^{\infty} (u - p_{t}^{D}u, u)n(dt)
\]
\[
= bE(u, u) + \frac{1}{2} \int_{D \times D} (u(x) - u(y))^{2}j^{D}(x, dy)m(dx)
\]
\[+ \int_{D} u^{2}(x)k^{D}(x)m(dx),
\]
where
\[
j^{D}(x, dy) = \int_{0}^{\infty} p_{t}^{D}(x, dy)n(dt),
\]
\[
k^{D}(x) = \int_{0}^{\infty} (1 - p_{t}^{D}1(x))n(dt).
\]
It is now easy to verify that for any \( u, v \in F^{D} \),
\[
E_{D,\phi}(u, v) = E_{\phi}(u, v) + \int_{D \times D} u(x)v(y)q(x, dy)m(dx),
\]
where
\[
q(x, dy) := \int_{0}^{\infty} P^{t}(X_{t} \in dy, t \geq \tau_{D})n(dt) = \int_{0}^{\infty} (p_{t}(x, dy) - p_{t}^{D}(x, dy))n(dt).
\]
Hence (2) holds. It follows from Lemma 2.1 that the $\mathcal{E}_1^{\phi,D}$-norm (or $\mathcal{E}_1^{\phi}$-norm) is dominated by the $\mathcal{F}_1^{D,\phi}$-norm up to a constant. Thus we have $\mathcal{F}_1^{D,\phi} \subset \mathcal{F}^{\phi,D}$ and it also implies that $\mathcal{F}_1^{D,\phi}$ and $\mathcal{F}^{D}$ have the same closure under the $\mathcal{E}_1^{\phi}$-norm. Then Lemma 2.2 implies that $\mathcal{F}^{D}$ is dense in $\mathcal{F}^{\phi,D}$ with respect to the $\mathcal{E}_1^{\phi}$-norm and the conclusion follows.

\textbf{Remark.} It follows from Lemma 2.1 that the $\mathcal{E}_1^{\phi}$-norm is dominated by half of the $\mathcal{E}_1^{D,\phi}$-norm. It is interesting to know if $\frac{1}{2}$ is the best constant since it involves the eigenvalue estimate of $X^{\phi,D}$ in terms of $X^{D,\phi}$. It is shown in [7] that when $\phi$ is a complete Bernstein function it actually holds that $\mathcal{E}_1^{\phi}(u,u) \leq \mathcal{E}_1^{D,\phi}(u,u)$.

Killing a process upon leaving a set is a special case of killing a process through a decreasing multiplicative functional. Let us now consider a general decreasing multiplicative functional. Let $(\mathcal{M},\mathcal{F})$ be the Dirichlet forms associated with $X^{M,\phi}$, denoted by $\mathcal{D}(X^{M,\phi})$, i.e., $\mathcal{M}(X^{M,\phi}) = \{M_{t} \geq 0 \text{ and } f \in \mathcal{F}^{M,\phi} \text{ for any measurable function } f \geq 0 \}$, where $\mathcal{D}$ is the closure of $\mathcal{M}$ under the $\mathcal{D}$-norm. The authors would like to thank Professor Zhenqing Chen for a stimulating discussion.
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