In the \( \mathbb{C} \)-algebra \( A \) of arithmetic functions \( g: \mathbb{N} \to \mathbb{C} \), endowed with the usual pointwise linear operations and the Dirichlet convolution, let \( g^k \) denote the convolution power \( g \ast \cdots \ast g \) with \( k \) factors \( g \in A \). We investigate the solvability of polynomial equations of the form

\[
a_d * g^d + a_{d-1} * g^{d-1} + \cdots + a_1 * g + a_0 = 0
\]

with fixed coefficients \( a_d, a_{d-1}, \ldots, a_1, a_0 \in A \). In some cases the solutions have specific properties and can be determined explicitly. We show that the property of the coefficients to belong to convergent Dirichlet series transfers to those solutions \( g \in A \) whose values \( g(1) \) are simple zeros of the polynomial

\[
a_d(1)z^d + a_{d-1}(1)z^{d-1} + \cdots + a_1(1)z + a_0(1).
\]

We extend this to systems of convolution equations, which need not be of polynomial-type.

1. Introduction

The set of arithmetic functions \( g: \mathbb{N} \to \mathbb{C} \) forms a \( \mathbb{C} \)-linear space \( A \) under pointwise addition and scalar multiplication. Null element is the null function \( 0 \). From the structural point of view, an appropriate multiplication is the Dirichlet convolution \((g, h) \in A \times A \mapsto g * h \in A \) defined by

\[
(g * h)(n) = \sum_{n_1n_2=n} g(n_1)h(n_2) \quad (n \in \mathbb{N}),
\]

where the summation is taken over all pairs \((n_1, n_2) \in \mathbb{N}^2\) with \( n_1n_2 = n \). Convolution and pointwise addition make \( A \) into an integral domain with the identity element \( \varepsilon \) defined by \( \varepsilon(1) = 1 \) and \( \varepsilon(n) = 0 \) for \( 1 \neq n \in \mathbb{N} \). We shall also tacitly use pointwise multiplication, but in the sequel we shall always consider \( A \) as a \( \mathbb{C} \)-algebra under linear operations and convolution. The multiplicative group of \( A \) with respect to the Dirichlet convolution is \( A^* = \{ g \in A : g(1) \neq 0 \} \). For abbreviation we write \( g^d \) for the convolution \( g \ast \cdots \ast g \) with \( d \) factors \( g \in A \).
The principle aim of this note is to deal with general polynomial-type convolution equations in one variable.

**Theorem 1.** For \( d \in \mathbb{N} \) let \( T : A \to A \) be defined by
\[
Tg := a_d \ast g^d + a_{d-1} \ast g^{(d-1)} + \cdots + a_1 \ast g + a_0
\]
for \( g \in A \) with \( a_d, a_{d-1}, \ldots, a_1, a_0 \in A \) and \( a_d \neq 0 \). If \( z_0 \) is a simple zero of the polynomial
\[
f(z) = a_d(1) z^d + a_{d-1}(1) z^{d-1} + \cdots + a_1(1) z + a_0(1),
\]
then there exists a uniquely determined solution \( g \in A \) to the convolution equation \( Tg = 0 \) satisfying \( g(1) = z_0 \). If \( f(z) \) has no simple zeros, then \( Tg = 0 \) need not possess any solution. In any case \( Tg = 0 \) has at most \( d \) solutions.

The case of convolution equations of the form
\[
g^d = a
\]
with given function \( a \in A, a \neq 0 \), was studied repeatedly (see, e.g., Caroll and Gioia [2], Cohen [3], Dehaye [5], Haukkanen [9,10], Porubský [14], Subbarao [17], and the papers quoted there; for polynomial convolution equations see also Rearick [15] and Luohtakosol [13]). In particular, it follows from Theorem 1 that equation (4) has exactly \( d \) distinct solutions if \( a \in A^* \). The case \( a \in A \setminus A^* \), i.e., \( a(1) = 0 \), is delicate and will be discussed in Section 3 in the context of multiple zeros of \( f(z) \).

There is no explicit formula for the solutions \( g \) to \( Tg = 0 \), except for some specific cases. An important subgroup of \( A^* \) is the group \( M \) of multiplicative functions \( g \in A \), i.e., \( g(1) = 1 \) and \( g(mn) = g(m)g(n) \) for all coprime \( m, n \in \mathbb{N} \). Let \( \mathbb{P} \) denote the set of primes. Then each function \( g \in M \) is completely determined by its values \( g(p^k) \) on the set \( \mathbb{P}^* = \{ p^k : p \in \mathbb{P}, k \in \mathbb{N} \} \) of prime powers, and vice versa these values uniquely determine a function \( g \in M \). A function \( g \in \mathbb{M} \) is said to be completely multiplicative if \( g(p^k) = g^k(p) := (g(p))^k \) for all \( p^k \in \mathbb{P}^* \), it is called exponentially multiplicative if \( g(p^k) = \left( \frac{1}{k} \right)^{k} g^k(p) \) for all \( p^k \in \mathbb{P}^* \), and it is called 2-multiplicative (see Schwarz [16]) if \( g(p^k) = 0 \) for all \( p^k \in \mathbb{P}^* \) with \( k \geq 2 \).

Caroll and Gioia [2], Subbarao [17], and Haukkanen [10] determined the solution \( g \in M \) to \( g^2 = a \) for specific functions \( a \in M \). In Section 3 we verify the following explicit formulas.

**Theorem 2.** Let \( d \in \mathbb{N} \) and \( a \in M \). Then there is a unique solution \( g \in M \) to \( g^d = a \). In particular, \( g \in M \) is determined by its values at \( p^k \in \mathbb{P}^* \) as follows:
\[
\begin{align*}
(a) \quad g(p^k) &= \frac{1}{k!} a^k(p) \quad &\text{if } a \text{ is exponentially multiplicative,} \\
(b) \quad g(p^k) &= (-1)^k \left( \frac{1}{k} \right) a^k(p) \quad &\text{if } a \text{ is completely multiplicative,} \\
(c) \quad g(p^k) &= \left( \frac{2}{k} \right) a^k(p) \quad &\text{if } a \text{ is 2-multiplicative.}
\end{align*}
\]

The next theorem guarantees that under the conditions of Theorem 2 the solutions \( g \in A \) to \( Tg = 0 \), which correspond to simple zeros of \( f(z) \), have absolutely convergent Dirichlet series in some open right half plane \( H_r = \{ s \in \mathbb{C} : \Re s > r \} \) with \( r \geq 0 \) of the complex plane if the coefficients \( a_k \) have this property. By \( A_r \), we denote the complex Banach algebra of arithmetic functions \( g \in A \) with finite norm
\[
\|g\|_r := \sum_{n=1}^{\infty} |g(n)| n^{-r}.
\]
Theorem 3. Let \( a_d, a_{d-1}, \ldots, a_1, a_0 \in \mathcal{A}_q \) and \( a_d \neq 0 \) for some \( q \geq 0 \). With the notations of Theorem 1, suppose that \( g \in \mathcal{A} \) solves the convolution equation \( Tg = 0 \), where \( g(1) \) is a simple zero of the polynomial \( f(z) \). Then there exists some \( r \geq q \) such that \( g \in \mathcal{A}_r \).

Theorem 3 is the special case

\[
m = 1, \quad F: \mathbb{C}^{d+1} \times \mathbb{C} \to \mathbb{C}, \quad F(w_0, \ldots, w_d, z) = \sum_{j=0}^{d} w_j z^j
\]

of the following multi-dimensional version, which even applies to analytic equations. The theorem involves the functional transform \( g \in \mathcal{A} \mapsto \tilde{g} \in \tilde{\mathcal{A}} \), which associates with \( g \) the formal Dirichlet series

\[
\tilde{g}(s) = \sum_{n=1}^{\infty} \frac{g(n)}{n^s} \quad (s \in \mathbb{C}).
\]

The product of \( \tilde{g}, \tilde{h} \in \tilde{\mathcal{A}} \) is made into an element of \( \tilde{\mathcal{A}} \) by formally reordering the double series, i.e., \( \tilde{g}(s)\tilde{h}(s) = (g \ast h)^{-} \). Indeed the \( \mathbb{C} \)-algebra \( \mathcal{A} \) and the so-called Dirichlet algebra \( \tilde{\mathcal{A}} \) endowed with the usual linear operations and pointwise multiplication are isomorphic, and \( \tilde{g}(s) \) converges absolutely for all \( s \in \mathbb{H}_r \), the closure of \( H_r \), if and only if \( g \in \mathcal{A}_r \).

Theorem 4. For open subsets \( W \subseteq \mathbb{C}^n \) and \( Z \subseteq \mathbb{C}^m \), let

\[
F: W \times Z \to \mathbb{C}^m, \quad (w, z) \mapsto F(w, z)
\]

be a holomorphic function and \((w_0, z_0) \in W \times Z \) with \( F(w_0, z_0) = 0 \). Let \( a_1, \ldots, a_n \in \mathcal{A} \) be elements such that \( (a_1(1), \ldots, a_n(1)) = w_0 \). If the differential \( \partial_z F(w_0, z) \) at \( z = z_0 \) is in \( GL_m(\mathbb{C}) \), then there exists a unique \( m \)-tuple \((g_1, \ldots, g_m) \in \mathcal{A}_r^m \) such that

\[
(g_1(1), \ldots, g_m(1)) = z_0 \quad \text{and} \quad (7) \quad F(a_1, \ldots, a_n, g_1, \ldots, g_m) = 0.
\]

If, furthermore, \( a_1, \ldots, a_n, g_1, \ldots, g_m \in \mathcal{A}_q \) for some \( q \geq 0 \), then there is an \( r \geq q \) such that \( g_1, \ldots, g_m \in \mathcal{A}_r \), \((\tilde{a}_1(s), \ldots, \tilde{a}_n(s), \tilde{g}_1(s), \ldots, \tilde{g}_m(s)) \in W \times Z \), and

\[
F(\tilde{a}_1(s), \ldots, \tilde{a}_n(s), \tilde{g}_1(s), \ldots, \tilde{g}_m(s)) = 0 \quad \text{for all } s \in \mathbb{H}_r.
\]

In this case, (6) and (7) also uniquely determine \((g_1, \ldots, g_m) \in \mathcal{A}_r^m \).

Here, the left-hand side of (7) is obtained by inserting algebra elements into the Taylor expansion of \( F \) around \((w_0, z_0)\).

Section 1 provides a proof of Theorem 4, which is based on techniques from the theory of commutative topological algebras.

2. Proof of Theorem 4 and comments

For the proof of Theorem 4 we rewrite \( Tg = 0 \) as an infinite system of equations

\[
\sum_{\ell m = n} \left( a_d(\ell) g^{\ast d}(m) + a_{d-1}(\ell) g^{\ast (d-1)}(m) + \cdots + a_0(\ell) \varepsilon(m) \right) = 0
\]

for \( n \in \mathbb{N} \). It follows from (9) at \( n = 1 \) that \( f(g(1)) = 0 \). Each simple root, say \( z_0 \), of the equation \( f(z) = 0 \) can be used as a starting value for \( g(1) = z_0 \) in the following procedure.
By evaluating \( h_j := a_j \ast g^{\ast j} \) at \( n \in \mathbb{N}, n \neq 1 \), and separating all terms which contain \( g(n) \), we obtain for \( j \in \mathbb{N} \) that

\[
h_j(n) = ja_j(1)g^{j-1}(1) \cdot g(n) + \sum_{\ell_1, \ldots, \ell_j = n} a_j(\ell)g(n_1) \cdots g(n_j).
\]

Here the coefficient of \( g(n) \) equals the value of the derivative \( (a_j(1)z^j)' \) at \( z = g(1) \), while the remaining sum contains values \( g(m) \) with \( m < n \). Therefore \((10)\) takes the form

\[
f'(g(1)) \cdot g(n) = - \sum_{0 \leq j \leq d} \sum_{\ell_1, \ldots, \ell_j = n} a_j(\ell)g(n_1) \cdots g(n_j) \quad (n > 1).
\]

Due to the choice of \( g(1) = z_0 \) we have \( f'(g(1)) \neq 0 \) so that \((10)\) represents a recursion formula, which uniquely determines an arithmetic function \( g \in A \).

Let \( Tg = g \ast g \ast a \) with \( a \in A \) satisfying \( a(1) = 0 \neq a(p) \) for some prime \( p \), say. Then \( f(z) = z^2 \) and \( f'(z) = 2z \) both vanish at \( z = 0 \). The convolution equation \( Tg = 0 \) yields \( Tg(1) = 0 \) at \( g(1) = 0 \) only. Since \( Tg(p) = 2g(1)g(p) - a(p) = -a(p) \neq 0 \), there exists no solution to \( Tg = 0 \).

Since \( A \) is an integral domain, the polynomial \( Tg \) of degree \( d \) has at most \( d \) zeros \( z \in A \).

As an immediate consequence of Theorem \((9)\) we obtain

**Corollary 1.** If \( f(z) \) satisfies \( \deg f = d \) and all zeros of \( f(z) \) are simple, then, with the \( d \) distinct solutions \( g_1, \ldots, g_d \in A \) to the convolution equation \( Tg = 0 \), we have

\[(Tg) = a_d \ast (g - g_1) \ast \cdots \ast (g - g_d).\]

**Remark 1.** Theorem \((9)\) covers the case of convolution polynomials

\[
Tg := \alpha_d \ast g^{d} + \alpha_{d-1} \ast g^{d-1} + \cdots + \alpha_1 \ast g + \alpha_0 \ast z = 0
\]

with constant coefficients \( \alpha_j \in \mathbb{C}, \alpha_d \neq 0 \), and the identity element \( z \in A \), which is seen by setting \( a_j = \alpha_j \in \mathbb{A} \) for \( 0 \leq j \leq d \).

**Corollary 2.** Let \( a \in A^* \) and \( d \in \mathbb{N} \). If \( g_0 \in A \) is one solution to \( g^d = a \), then all solutions are given by \( \omega_j g_0 \), where \( \omega_j \) runs over all \( d \)th complex roots of unity.

**Proof.** The assumptions of Theorem \((9)\) are satisfied for \( f(z) = z^d - a(1) \) since \( a(1) \neq 0 \). The assertion now follows by inserting the \( d \) distinct sequences \( \omega_j g_0 \) for \( j = 0, 1, \ldots, d - 1 \) into \( Tg = g^d - a \).

\[
\frac{\mathbb{C}}{3. \text{ Multiple zeros}}
\]

As the case of multiple zeros of \( f(z) \) has led to several incorrect statements in the literature, we shall briefly discuss it. Following Knopfmacher \((12)\), we first define the \emph{order} \( \langle g \rangle \) of a function \( g \in A \) by

\[
\langle g \rangle = \begin{cases} 
\min \{ n \in \mathbb{N} : g(n) \neq 0 \} & \text{if } 0 \neq g \in A, \\
\infty & \text{if } g = 0.
\end{cases}
\]

Then \( \langle g \rangle = 1 \) if and only if \( g \in A^* \), and \( \langle g \ast h \rangle = \langle g \rangle \cdot \langle h \rangle \) for all \( g, h \in A \).
Remark 2. Theorem 5 of Subbarao [17] states that the convolution equation $g^d = a$ has exactly $d$ solutions $g \in \mathcal{A}$ if $0 \neq a \in \mathcal{A}$. This is incorrect for $d > 1$, since any solution $g$ satisfies $\langle g \rangle^d = \langle a \rangle$ so that necessarily $\langle a \rangle$ is the $d$th power of some positive integer. Therefore, e.g., $g \ast g = a$ has no solution if $a(1) = 0$ and $a(2) \neq 0$.

Remark 3. Theorem 1 of Haukkanen [9] states that the order condition $\langle a \rangle = m^d$ with some $m \in \mathbb{N}$ from Remark 2 guarantees the solvability of $g^d = a$. But this does not suffice, in general. E.g., if $d > 1$ and $a(1) = 0$, then every solution $g$ satisfies $0 = a(1) = g^d(1)$ so that $g(1) = 0$ and $a(p) = d g^{d-1}(1) g(p) = 0$ for all primes $p$. Hence $g \ast g = a$ has no solution if $a(1) = 0$ and $a(p) \neq 0$ for some $p \in \mathbb{P}$ with $p > \langle a \rangle$.

Remark 4. Theorem 3 of Haukkanen [9] states that the linear convolution equation $a \ast g = b$ is solvable if the divisibility condition $\langle a \rangle | \langle b \rangle$ is satisfied. In general, this divisibility condition does not suffice. E.g., if $a(1) = b(1) = 0$, then $b(p) = a(1) g(p) + a(p) g(1)$ for all $p \in \mathbb{P}$. Therefore $a \ast g = b$ has no solution if $a(1) = b(1) = 0$ and $a(p) = 0 \neq b(p)$ for some prime $p$ with $p > \langle a \rangle$.

As the preceding remarks show, the convolution equation need not have any solution if $g(1)$ is a multiple of $f(z)$. In fact, if $f(g(1)) = f'(g(1)) = 0$, then the coefficient functions $a_j \in \mathcal{A}$ of $Tg$ in (2) underlie severe restrictions.

We exemplarily derive some conditions, which are necessary for the existence of solutions $g \in \mathcal{A}$ to $Tg = 0$.

For $m \in \mathbb{N}$ we introduce the polynomials $f_m(z) \in \mathbb{C}[z]$ by

$$f_m(z) = a_d(m) z^d + \cdots + a_1(m) z + a_0(m).$$

Obviously $f(z) = f_1(z)$. Suppose now that $f_1(z_0) = f_1'(z_0) = 0$ and $g$ is a solution to $Tg = 0$ satisfying $g(1) = z_0$.

i) For $p \in \mathbb{P}$ we find

$$Tg(p) = \sum_{0 \leq j \leq d} a_j(p) g^j(1) + g(p) \sum_{1 \leq j \leq d} a_j(1) j g^{j-1}(1) = f_p(z_0) + g(p) f_1'(z_0).$$

It follows from $f'(z_0) = 0$ that $z_0$ is a zero of $f_p(z)$ for all $p \in \mathbb{P}$.

ii) In the same way we obtain for $p \in \mathbb{P}$

$$Tg(p^2) = f_{p^2}(z_0) + g(p)f_p'(z_0) + g(p^2)f_1'(z_0) + \frac{1}{2} g^2(p) f_1''(z_0),$$

and $f'(z_0) = 0$ implies that $z_0$ is a zero of $f_{p^2}(z) + g(p)f_p'(z) + \frac{1}{2} g^2(p) f_1''(z)$.

iii) For distinct $p, q \in \mathbb{P}$ we have

$$Tg(pq) = f_{pq}(z_0) + g(q)f_p'(z_0) + g(p)f_q'(z_0) + g(p^2)f_1'(z_0) + g(p^2)g(q)f_1''(z_0).$$

Now $f'(z_0) = 0$ implies that $z_0$ is a zero of $f_{pq}(z) + g(p)f_p'(z) + g(q)f_q'(z) + g(p^2)g(q)f_1''(z)$ for all distinct $p, q \in \mathbb{P}$.

For instance, let $Tg = g \ast g - a$ with $a \in \mathcal{A}$, $a(1) = 0$. Then $f_q(z) = z^2 - a(q)$ for all $q \in \mathbb{N}$, particularly $z_0 = 0$ is a double zero of $f_1(1)$. We get $f_p'(z) = 2z$ and $f_q'(z) = 2$ for all $q \in \mathbb{N}$ so that $f_q(0) = - a(q)$, $f_q'(0) = 0$, $f_q''(0) = 2$. From ii) and iii) we infer that $-a(p^2) - g^2(p) = 0$, $-a(q^2) - g^2(q) = 0$, and $-a(pq) + 2 g(p) g(q) = 0$ for distinct primes $p, q$. It follows that the values of $a$ are interrelated by $a^2(pq) = a(p^2) a(q^2)$ for all $p, q \in \mathbb{P}$, $p \neq q$, if a solution $g$ to $Tg = 0$ exists.
Observe that the above examples i), ii), and iii) can be extended to products of more than two prime factors. It seems to be difficult to provide fairly general sufficient conditions on the coefficients \( a_j \) of the convolution polynomial \( Tg \) characterizing the solvability of \( Tg = 0 \) in the case of multiple zeros \( z_0 = g(1) \) of \( f(z) \).

4. Proof of Theorem 2 and Comments

The formal Dirichlet series \( \widetilde{g}(s) \) of \( g \in \mathcal{M} \) has a formal Euler product representation

\[
\widetilde{g}(s) = \prod_{p \in \mathcal{P}} \widetilde{g}_p(s) \quad (s \in \mathbb{C}),
\]

where the factor

\[
\widetilde{g}_p(s) = 1 + \frac{g(p)}{p^s} + \frac{g(p^2)}{p^{2s}} + \cdots
\]

is the formal Dirichlet series of the formal Euler product factors

\[
\widetilde{h}(s) = \prod_{p \in \mathcal{P}} \left( 1 + \frac{a(p)}{p^s} + \frac{a(p^2)}{p^{2s}} + \cdots \right) \in \mathcal{M}_{\mathbb{Q}}.
\]

Note that, in the sense of convergence, (11) holds for all \( s \in \mathbb{C} \) if \( g \in \mathcal{A}_r \).

Proof of Theorem 2. Due to Corollary 2 there exists a uniquely determined solution \( g \in \mathcal{A} \) to \( g^*d = a \) such that \( g(1) = 1 \). Let the function \( h \in \mathcal{M} \) be defined by \( h(p^k) = g(p^k) \) for all prime powers \( p^k \in \mathbb{P}^* \) and by multiplicative continuation from \( \mathbb{P}^* \) to \( \mathbb{N} \). Since \( \mathcal{M} \) is closed under the convolution, \( h \) is a multiplicative solution to \( g^*d = a \) with \( h(1) = 1 \). Hence \( g = h \in \mathcal{M} \).

The strategy for verifying the statements (a) to (c) consists in reducing the global convolution equation \( g^*d = a \) to its local versions \( g^*_p = a_p \) for all \( p \)-fibres and switching to the associated formal Euler product factors \( \widetilde{g}_p^*(s) = \widetilde{a}_p(s) \) or equivalently to \( \widetilde{g}_p(s) = (\widetilde{a}_p(s))^{1/d} \). With \( z = p^{-s} \) this takes the form (compare Subbarao [17, Section 3])

\[
1 + g(p)z + g(p^2)z^2 + \cdots = \left( 1 + a(p)z + a(p^2)z^2 + \cdots \right)^{1/d}.
\]

If the right-hand side coincides with a power series expansion of some known analytic function, then the values of \( g \in \mathcal{M} \) at prime powers \( p^k \in \mathbb{P}^* \) result from comparing coefficients.

(a) It follows from \( a(p^k) = \frac{a_k(p)}{k!} \) that \( 1 + a(p)z + a(p^2)z^2 + \cdots = \exp \left( \frac{a(p)}{d} z \right) \).

From (13) and the exponential series we see that

\[
\sum_{k=0}^{\infty} g(p^k)z^k = \exp \left( \frac{a(p)}{d} z \right) = \sum_{k=0}^{\infty} \frac{a_k(p)}{k! d^k} z^k,
\]

from which the stated formula follows by comparison.

(b) Now \( a(p^k) = a^k(p) \) implies \( 1 + a(p)z + a(p^2)z^2 + \cdots = (1 - a(p)z)^{-1} \). Therefore, via (13) and the binomial series, we have

\[
\sum_{k=0}^{\infty} g(p^k)z^k = (1 - a(p)z)^{-\frac{1}{d}} = \sum_{k=0}^{\infty} (-1)^k \left( -\frac{1}{d} \right) a^k(p)z^k.
\]

\footnote{Notation used for the \( p \)-fibre of \( g \) within this section only.}

\footnote{\( z^{1/d} \) denotes the branch of the \( d \)th root of \( z \), which is positive for positive \( z \).}
which yields the stated formula.

(c) From \(a(p^k) = 0\) for \(k \geq 2\) we obtain \(1 + a(p) z + a(p^2) z^2 + \cdots = 1 + a(p) z\). This gives

\[
\sum_{k=0}^{\infty} g(p^k) z^k = (1 + a(p) z)^{1/2} = \sum_{k=0}^{\infty} \binom{1/2}{k} a^k(p) z^k,
\]

and the stated formula appears. \(\square\)

For rational exponents \(q = \frac{d}{m} \in \mathbb{Q}\) with coprime integers \(d \in \mathbb{N}\), \(m \in \mathbb{Z}\) and functions \(a \in A^\ast\), we may define \(g^d = a\) by \(g^d = a^m\). The proof of Theorem 5 then easily transfers to

\textbf{Corollary 3.} With \(q \in \mathbb{Q}\) instead of \(d \in \mathbb{N}\), all assertions of Theorem 4 remain valid for convolution equations of the form \(g^q = a\).

5. \textbf{Proof of Theorem 4}

We find it convenient to deduce Theorem 4 from general facts concerning analytic equations in topological algebras. Recall that a complex topological algebra is an algebra \(A\), equipped with a locally convex vector topology making the bilinear algebra multiplication \(A \times A \to A\) a continuous map. It is called complete if the underlying locally convex space is complete. A continuous inverse algebra is a unital, associative complex topological algebra \(A\) whose group of units \(A^\ast\) is open in \(A\) and whose inversion map \(A^\ast \to A\), \(a \mapsto a^{-1}\) is continuous (see Biller [1], Glöckner [8], and Waelbroeck [18]). The spectrum of a commutative continuous inverse algebra \(A\) is the set \(\hat{A}\) of all algebra homomorphisms \(\xi: A \to \mathbb{C}\). It is known that \(\xi \mapsto \ker \xi\) is a bijection from \(\hat{A}\) onto the set of all maximal (proper) ideals of \(A\) (Biller [1, Lemma 1.5]). The spectrum of an element \(a \in \hat{A}\) is defined as \(\sigma(a) := \{s \in \mathbb{C}: s - a \notin A^\ast\}\), and by Biller [1] Theorem 1.7 (a)), it coincides with the set \(\{\xi(a): \xi \in \hat{A}\}\). Our proof of Theorem 4 rests on the following special case of Biller [1, Theorem 7.2], applied to algebras whose spectrum is a singleton.

\textbf{Lemma 1.} Let \(A\) be a complete, commutative continuous inverse algebra whose spectrum is a singleton, \(\hat{A} = \{\xi\}\). Let \(W \subseteq \mathbb{C}^n\) and \(Z \subseteq \mathbb{C}^m\) be open sets and let \(F: W \times Z \to \mathbb{C}^m\) be a holomorphic function. Suppose that \(w_0 \in W\), \(z_0 \in Z\) such that \(F(w_0, z_0) = 0\) and \(\partial_z F(w_0, z)|_{z = z_0} \in \text{GL}_m(\mathbb{C})\). Then, for each \((a_1, \ldots, a_n) \in A^n\) satisfying \((\xi(a_1), \ldots, \xi(a_n)) = w_0\), there exists a unique \((g_1, \ldots, g_m) \in A^m\) such that \((\xi(g_1), \ldots, \xi(g_m)) = z_0\) and

\[
F(a_1, \ldots, a_n, g_1, \ldots, g_m) = 0.
\]

\textbf{Remark 5.} The left-hand side of (14) is defined componentwise using multi-variable holomorphic functional calculus. We recall: If \(f: \mathbb{C}^n \supseteq U \to \mathbb{C}\) is a holomorphic function, \(A\) a complete, commutative continuous inverse algebra and \(a = (a_1, \ldots, a_n) \in A^n\) such that \(\sigma(a_1) \times \cdots \times \sigma(a_n) \subseteq U\), then the holomorphic functional calculus defines an element \(F(a) \in \hat{A}\) (see Biller [1] and the references therein). Hence, for \(\hat{A} = \{\xi\}\) a singleton, \(F(a)\) can be formed for each \(a \in A^n\) such that \(x_0 := (\xi(a_1), \ldots, \xi(a_n)) \in U\). If \(x_0\) is contained in a polycylinder \(P \subseteq U\) around some element \(w_0 \in U\), and \(F(u) = \sum_{\alpha \in \mathbb{N}^n_0} b_\alpha(u - u_0)^\alpha\) is the Taylor expansion of \(F\) around \(u_0\) (using multi-index notation), then \(F(a) = \sum_{\alpha \in \mathbb{N}^n_0} b_\alpha(a - u_0)^\alpha\) in \(A\).
Let \( \tilde{m} \) follow. Since (a) and (b) are clear. If 

\[
\begin{align*}
\text{Proof.} \\
\text{The following hold:}
\end{align*}
\]

Lemma 3. The point evaluation

\[
\text{Proof.} \quad \text{A is a commutative continuous inverse algebra whose spectrum is a singleton, namely } \tilde{A} = \{\xi\} \text{ with } \xi: A_\infty \to \mathbb{C}, f \mapsto f(1). \quad \text{Furthermore, } A \text{ is a Fréchet space.}
\]

Lemma 2. A is a commutative continuous inverse algebra whose spectrum is a singleton, namely \( \tilde{A} = \{\xi\} \) with \( \xi: A_\infty \to \mathbb{C}, f \mapsto f(1) \). Furthermore, \( A \) is a Fréchet space.

Proof. The point evaluation \( \xi: f \mapsto f(1) \) is a continuous homomorphism \( A \to \mathbb{C} \). Let \( m \) be its kernel. Then \( A \setminus m = \{ f \in A : f(1) \neq 0 \} \) is the set \( A^* \) of invertible elements which entails that \( m \) is the only maximal ideal of \( A \) and hence \( \tilde{A} = \{\xi\} \).

If \( f + g)(n) = \sum_{n_1,n_2=n} f(n_1)g(n_2) \) is a polynomial in finitely many components of \( f \) and \( g \), it is continuous in \( (f,g) \in \mathcal{A} \times \mathcal{A} \), whence convolution is continuous as a map \( \mathcal{A} \times \mathcal{A} \to \mathcal{A} \). Given \( f \in \mathcal{A}^* \), the component \( f^{-1}(n) \) is a rational function in finitely many components of \( f \) and hence continuous in \( f \), entailing that the inversion map \( \mathcal{A}^* \to \mathcal{A} \) is continuous.

Lemma 3. The following hold:

- (a) For each \( r \geq 0 \), the map \( \psi_r : A_0 \to A_r, \psi_r(f)(n) := n^r f(n) \) is an isomorphism of Banach algebras.
- (b) If \( f \in A_0 \) and \( g := \psi_r(f) \), then \( \overline{f}(s) = \overline{g}(s + r) \) for each \( s \in \mathbb{H}_0 \).
- (c) For each \( f \in A_r \), its spectrum is the closure of \( f(H_r) \) in \( \mathbb{C} \).
- (d) If \( f \in A_0 \) and \( r \geq 0 \), let \( \sigma_r(f) \) be the spectrum of \( f \) as an element of \( A_r \).

Then \( \sigma_r(f) \to f(1) \) as \( r \to \infty \).

Proof. (a) and (b) are clear. If \( r = 0 \), then (c) is covered by Hewitt and Williamson \cite{HewittWilliamson} Theorem 1. Combining this special case with (a) and (b), the general case follows. Since \( \overline{f}(s) \to f(1) \) as \( \text{Re}(s) \to \infty \), given \( \varepsilon > 0 \) we find \( r_0 \geq 0 \) such that \( |f(s) - f(1)| \leq \varepsilon \) for all \( s \in H_{r_0} \). Using (c), we deduce that \( \sigma_r(f) \) is contained in the closed disk of radius \( \varepsilon \) around \( f(1) \), for all \( r \geq r_0 \).

Lemma 4. \( A_\infty \) is a commutative continuous inverse algebra whose spectrum is a singleton, namely \( \tilde{A}_\infty = \{\eta\} \) with \( \eta: A_\infty \to \mathbb{C}, f \mapsto f(1) \). Also, \( A_\infty \) is a Silva space and hence complete.

Proof. If \( 0 \leq r < s \), then the weights \( (n^{-r})_{n \in \mathbb{N}} \) and \( (n^{-s})_{n \in \mathbb{N}} \) satisfy \( \lim \frac{n^{-r}}{n^{-s}} = 0 \), entailing that the inclusion map \( A_0 \to A_r \) is a compact operator (see Floret and Wloka \cite{FloretWloka} §19, pp. 90–91]). Hence \( A_\infty = \lim_{n \to \infty} A_n \) is a Silva space (an (FS)-space in the terminology of Floret \cite{Floret}) and thus complete by Floret \cite{Floret} p. 170, Satz]. Like any direct limit of a direct sequence of normed algebras, \( A_\infty \) is a locally convex topological algebra which is locally m-convex (a subalgebra of a projective limit of normed algebras), by Dierolf and Wegenroth \cite{DierolfWegenroth} Theorem 1. This entails that
the inversion map \( A_*^* \to A_\infty \) is continuous. To see that \( A_*^* \) is open, we first note that the linear map \( \eta \) is continuous because \( A_\infty \) is the locally convex direct limit of the spaces \( A_\rho \) and \( \eta|_{A_\rho} \) is continuous for each \( \rho \geq 0 \). Hence \( m := \ker \eta \) is closed, and thus \( A_\infty \) will be a continuous inverse algebra if we can show that \( A_*^* = A \setminus m \). Since \( m \) is a proper ideal, we have \( A_*^* \subseteq A \setminus m \). To prove the converse inclusion, let \( f \in A_\infty \) with \( \eta(f) = f(1) \neq 0 \), where \( f \in A_\rho \), say. Then \( \lim_{\operatorname{Re}(s) \to \infty} \bar{f}(s) = f(1) \neq 0 \), whence there is an \( r \geq \rho \) such that the closure of \( \bar{f}(T_r) \) in \( \mathbb{C} \) is contained in \( \mathbb{C}^* \). Hence \( \sigma(f) \subseteq \mathbb{C}^* \) holds for \( f \) as an element of \( A_\rho \), by Lemma 3. Therefore \( f \in A_r^* \) and hence also \( f \in A_*^* \). Thus \( A_*^* \) is open, and also we infer (as in the proof of Lemma 2) that \( \ker \eta \) is the unique maximal ideal of \( A_\infty \) and thus \( \hat{A}_\infty = \{ \eta \} \). □

**Proof of Theorem 3.** We proceed in steps.

Step 1. By Lemma 2, \( \mathcal{A} \) is a complete, commutative continuous inverse algebra with spectrum \( \{ \xi \} \). Since \( (\xi(a_1), \ldots, \xi(a_n)) = (a_1(1), \ldots, a_n(1)) = w_0 \), Lemma 4 shows the existence and uniqueness of \( (g_1, \ldots, g_m) \in \mathcal{A}^m \) such that conditions (6) and (7) of Theorem 4 are satisfied.

Step 2. Likewise, if \( a_1, \ldots, a_n \in A_\rho \) for some \( \rho \geq 0 \), then Lemma 1 and Lemma 4 provide a uniquely determined \( m \)-tuple \( (g_1, \ldots, g_m) \in \mathcal{A}^m \) such that (6) and (7) hold. The elements \( (g_1, \ldots, g_m) \in \mathcal{A}^m \) coincide with the corresponding elements of \( \mathcal{A} \) obtained in Step 1. To see this, note that the inclusion map \( \lambda: A_\infty \to A \) is continuous linear (as its restriction to each \( A_r \) is continuous linear) and multiplicative, whence

\[ 0 = \lambda(F(a_1, \ldots, a_n, g_1, \ldots, g_m)) = F(\lambda(a_1), \ldots, \lambda(a_n), \lambda(g_1), \ldots, \lambda(g_m)) \]

due to the naturality of holomorphic functional calculus (see Biller [1, Theorem 3.9]). Now the uniqueness assertion from Step 1 applies.

Step 3. There is an \( r \geq \rho \) such that \( g_1, \ldots, g_m \in A_r \). By Lemma 3(d), after increasing \( r \) if necessary, we may assume that \( \sigma_r(a_1) \times \cdots \times \sigma_r(a_n) \subseteq W \) and \( \sigma_r(g_1) \times \cdots \times \sigma_r(g_m) \subseteq Z \). Thus \( b := F(a_1, \ldots, a_n, g_1, \ldots, g_m) \) can be defined in the commutative Banach algebra \( A_r \) using holomorphic functional calculus. The inclusion map \( A_r \to A_\infty \) being a continuous algebra homomorphism, we deduce as above that \( b \) coincides with \( F(a_1, \ldots, a_n, g_1, \ldots, g_m) \) calculated in \( A_\infty \), which is 0. Thus \( b = 0 \) and hence (6) holds. In fact, for each \( s \in \mathbb{H}_r \), the map

\( \tilde{s}: A_r \to \mathbb{C}, \quad \tilde{s}(f) := \bar{f}(s) \)

is an algebra homomorphism, and thus

\[ 0 = \tilde{s}(b) = F(\tilde{s}(a_1), \ldots, \tilde{s}(a_n), \tilde{s}(g_1), \ldots, \tilde{s}(g_m)) = F(\tilde{a}_1(s), \ldots, \tilde{a}_n(s), \tilde{g}_1(s), \ldots, \tilde{g}_m(s)), \]

whence (6) from Theorem 4 holds.

Step 4. In order to see that (6) and (8) determine \( g_1, \ldots, g_m \), assume that \( h_1, \ldots, h_m \in A_r \) also satisfy these conditions. Then \( c := F(a_1, \ldots, a_n, h_1, \ldots, h_n) \) can be formed in \( A_r \). By (5), we have \( \tilde{c}(s) = \tilde{s}(c) = 0 \) for each \( s \in \mathbb{H}_r \), whence \( c = 0 \) and hence \( (h_1, \ldots, h_m) = (g_1, \ldots, g_m) \), by uniqueness in Step 2. □

**Remark 6.** Suppose that \( F: W \times Z \to \mathbb{C}^m \), \( (w_0, z_0) \in W \times Z \) and \( a_1, \ldots, a_n \) are as in Theorem 4 but that \( \partial_z F(w_0, z)|_{z=z_0} \) fails to be invertible. Then a solution \( (g_1, \ldots, g_m) \in \mathcal{A}^m \) to (6) and (7) can still be constructed provided that there exists
a holomorphic function \( \phi = (\phi_1, \ldots, \phi_m) : W_0 \to Z \) on an open neighbourhood \( W_0 \subseteq W \) of \( w_0 \) such that \( \phi(w_0) = z_0 \) and

\[
(15) \quad F(w, \phi(w)) = 0 \quad \text{for all } w \in W_0.
\]

In fact, the elements \( g_j := \phi_j(a_1, \ldots, a_n) \in A \), defined using holomorphic functional calculus in \( A \), have the desired properties (this follows from (15) and the naturality of holomorphic functional calculus). If \( a_1, \ldots, a_n \in A_{\varrho} \) for some \( \varrho \geq 0 \), then Lemma 3 (d) implies that there is an \( r \geq \varrho \) such that \( \sigma_r(a_1) \times \cdots \times \sigma_r(a_n) \subseteq W_0 \). Then \( \phi_j(a_1, \ldots, a_n) \) can be formed in \( A_r \) and coincides with \( g_j \), which yields \( g_1, \ldots, g_m \in A_r \). As above, we see that (7) holds in \( A_r \). Now applying the complex homomorphisms \( \hat{s} \) for \( s \in A_r \), we deduce that (8) is also satisfied.
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