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Abstract. We extend some fixed point theorems in L-spaces, obtaining extensions of the Banach fixed point theorem to partially ordered sets.

1. Preliminaries

In [1], some results on the existence of fixed points in partially ordered sets are presented and applied to the resolution of matrix equations. The main result in [1] is:

Theorem 1.1 ([1]). Let $X$ be a partially ordered set such that every pair $x, y \in X$ has an upper and a lower bound. Let $d$ be a metric on $X$ such that $(X, d)$ is complete. Let $f : X \to X$ be a continuous and monotone (either order-preserving or order-reversing) operator. Suppose that the following assertions hold:

1. there exists $k \in (0, 1)$ with $d(f(x), f(y)) \leq k d(x, y)$, $\forall x \geq y$,
2. there exists $x_0 \in X$ with $x_0 \leq f(x_0)$ or $x_0 \geq f(x_0)$.

Then $f$ has a unique fixed point $x^* \in X$, and for each $x \in X$, $(f^n(x))_{n \in \mathbb{N}} \to x^*$.

In [2, 3] the existence of a unique fixed point for mappings in partially ordered sets is studied, giving some applications to the existence of a unique solution for a first-order ordinary differential equation with periodic boundary conditions. The authors improved Theorem 1.1 in the following directions:

Theorem 1.2 ([2]). Let $(X, \leq)$ be a partially ordered set and suppose that there exists a metric $d$ in $X$ such that $(X, d)$ is a complete metric space.

Let $f : X \to X$ be a monotone nondecreasing mapping such that there exists $k \in [0, 1)$ with

$$d(f(x), f(y)) \leq k d(x, y), \quad \forall x \geq y.$$  

Suppose that either $f$ is continuous or $X$ is such that

$$d(f(x), f(y)) \leq k d(x, y), \quad \forall x \geq y.$$  

Then there exists $x_0 \in X$ with $x_0 \leq f(x_0)$, then $f$ has a fixed point.
Theorem 1.3 ([2]). Let \((X, \leq)\) be a partially ordered set and suppose that there exists a metric \(d\) in \(X\) such that \((X, d)\) is a complete metric space.

Let \(f : X \to X\) be a monotone nondecreasing mapping such that there exists \(k \in [0, 1)\) with \(d(f(x), f(y)) \leq kd(x, y), \forall x \geq y\). Suppose that either \(f\) is continuous or \(X\) is such that

\[
\text{(1.2)} \quad \text{if a nonincreasing sequence} \ (x_n)_{n \in \mathbb{N}} \to x \text{ in } X, \text{ then } x \leq x_n, \forall n.
\]

If there exists \(x_0 \in X\) with \(x_0 \geq f(x_0)\), then \(f\) has a fixed point.

Uniqueness of a fixed point and global convergence of the method of successive approximations can be obtained adding the hypothesis

\[
\text{(1.3)} \quad \text{every pair of elements of } X \text{ has a lower bound or an upper bound.}
\]

This condition is equivalent to

for every \(x, y \in X\), there exists \(z \in X\) which is comparable to \(x\) and \(y\).

Theorem 1.4 (Theorem 4 in [3]). Let \((X, \leq)\) be a partially ordered set satisfying \((1.3)\) and suppose that there exists a metric \(d\) in \(X\) such that \((X, d)\) is a complete metric space.

Let \(f : X \to X\) be a nonincreasing function such that there exists \(k \in [0, 1)\) with \(d(f(x), f(y)) \leq kd(x, y), \forall x \geq y\). Suppose also that either \(f\) is continuous or \(X\) is such that

\[
\text{(1.4)} \quad \text{if } (x_n)_{n \in \mathbb{N}} \to x \text{ is a sequence in } X \text{ whose consecutive terms are}
\]

comparable, then there exists a subsequence \((x_{n_k})_{k \in \mathbb{N}}\)

of \((x_n)_{n \in \mathbb{N}}\) such that every term is comparable to the limit \(x\).

If there exists \(x_0 \in X\) with \(x_0 \leq f(x_0)\) or \(x_0 \geq f(x_0)\), then \(f\) has a unique fixed point.

Theorem 1.5 (Theorem 7 in [3]). Let \((X, \leq)\) be a partially ordered set and suppose that \((1.3)\) holds and that there exists a metric \(d\) in \(X\) such that \((X, d)\) is a complete metric space. Let \(f : X \to X\) be such that \(f\) maps comparable elements into comparable elements, that is,

\[
x, y \in X, \ x \leq y \implies \begin{cases} f(x) \leq f(y) \\ f(x) \geq f(y) \end{cases}
\]

and such that there exists \(k \in [0, 1)\) with \(d(f(x), f(y)) \leq kd(x, y), \forall x \geq y\). Suppose that either \(f\) is continuous or \(X\) is such that condition \((1.4)\) holds.

If there exists \(x_0 \in X\) with \(x_0\) comparable to \(f(x_0)\), then \(f\) has a unique fixed point \(\bar{x}\). Moreover, \(\forall x \in X, \lim_{n \to \infty} f^n(x) = \bar{x}\).

On the other hand, in [4], the results of [1] are also extended, proving some general fixed point theorems in ordered \(L\)-spaces. Then, the authors apply the results to the resolution of matrix equations and differential systems.

In this paper, we improve the above-mentioned results to the case of \(L\)-spaces, extending the results in [4] by relaxing some hypotheses and allowing some more general types of continuity for the mapping.
2. Basic concepts on \(L\)-spaces

In our results, we use the formulation of [4]. Recall the following concepts.

Let \(X\) be a nonempty set and let \(f : X \rightarrow X\) be an operator. We denote the successive iterations of \(f\) as \(f^0 = 1_X, f^1 = f, f^n = f \circ f^{n-1}\), for \(n \in \mathbb{N}, n \geq 2\).

**Definition 2.1.** The set of all nonempty invariant subsets of \(f\) is
\[
I(f) := \{ Y \subset X : f(Y) \subseteq Y \},
\]
and the set of fixed points of \(f\) is \(F_f := \{ x \in X : x = f(x) \}\).

We denote by \(s(X)\) the set of sequences in \(X\), that is,
\[
s(X) := \{ (x_n)_{n \in \mathbb{N}} : x_n \in X, n \in \mathbb{N} \}.
\]

Fréchet introduced in [5] the notion of \(L\)-space as follows:

**Definition 2.2.** An \(L\)-space is a triple \((X, c(X), \text{Lim})\), where \(X\) is a set, \(c(X) \subseteq s(X)\) is a family of sequences of elements of \(X\), and \(\text{Lim} : c(X) \rightarrow X\) is a mapping having the following two properties:

i): If \(x_n = x, \text{ for all } n \in \mathbb{N}\), then \((x_n)_{n \in \mathbb{N}} \in c(X)\) and \(\text{Lim}(x_n)_{n \in \mathbb{N}} = x\).

ii): If \((x_n)_{n \in \mathbb{N}} \in c(X)\) and \(\text{Lim}(x_n)_{n \in \mathbb{N}} = x\), then for all subsequences \((x_{n_i})_{i \in \mathbb{N}}\) of \((x_n)_{n \in \mathbb{N}}\) we have that \((x_{n_i})_{i \in \mathbb{N}} \in c(X)\) and \(\text{Lim}(x_{n_i})_{i \in \mathbb{N}} = x\).

The elements of \(c(X)\) are called convergent sequences and \(x := \text{Lim}(x_n)_{n \in \mathbb{N}}\) is the limit of the sequence, also written \(x_n \rightarrow x\) as \(n \rightarrow +\infty\). An \(L\)-space is denoted by \((X, \rightarrow)\).

The attractor basin of \(f\) with respect to an element \(x^* \in X\) is
\[
A_f(x^*) := \{ x \in X : f^n(x) \rightarrow x^*, \text{ as } n \rightarrow +\infty \}.
\]

**Definition 2.3.** \(f : X \rightarrow X\) is said to be orbitally continuous if \(x \in X\), and \(f^{n(i)}(x) \rightarrow a, \text{ as } i \rightarrow +\infty\), imply that \(f^{n(i)+1}(x) \rightarrow f(a), \text{ as } i \rightarrow +\infty\).

**Definition 2.4.** Let \((X, \leq)\) be a partially ordered set and
\[
X_\leq := \{ (x, y) \in X \times X : x \leq y \text{ or } y \leq x \}.
\]

For \(x, y \in X\), with \(x \leq y\), we denote it by
\[
[x, y]_\leq := \{ z \in X : x \leq z \leq y \}.
\]

If \(f : X \rightarrow X\),
\[
(LF)_f := \{ x \in X : x \leq f(x) \}, \quad (UF)_f := \{ x \in X : x \geq f(x) \}
\]
are, respectively, the lower and the upper fixed point sets of \(f\).

For \(f : X \rightarrow X, g : Y \rightarrow Y\), the cartesian product of \(f\) and \(g\) is defined as
\[
f \times g : X \times Y \rightarrow X \times Y, \quad (f \times g)(x, y) = (f(x), g(y)).
\]

**Definition 2.5.** For \(X\) a nonempty set, \((X, \rightarrow, \leq)\) is an ordered \(L\)-space if

i): \((X, \rightarrow)\) is an \(L\)-space.

ii): \((X, \leq)\) is a partially ordered set.

iii): If \((x_n)_{n \in \mathbb{N}} \rightarrow x, (y_n)_{n \in \mathbb{N}} \rightarrow y\) and \(x_n \leq y_n\), for each \(n \in \mathbb{N}\), then \(x \leq y\).

The results we prove are about the existence of a fixed point for an operator \(f\) such that the sequences of successive iterations starting at an arbitrary element of the space converge to that fixed point (the unique fixed point). In other words, we try to determine if a certain operator is a Picard operator.
Definition 2.6. Let \((X, \rightarrow)\) be an \(L\)-space. An operator \(f : X \rightarrow X\) is, by definition, a Picard operator (briefly PO) if:

\[
\begin{align*}
\text{i): } & F_f \text{ is a singleton-set, say } F_f = \{x^*\}, \\
\text{ii): } & (f^n(x))_{n \in \mathbb{N}} \rightarrow x^*, \text{ as } n \rightarrow +\infty, \text{ for all } x \in X.
\end{align*}
\]

For more details, see [1] and the references therein.

3. Fixed point theorems in \(L\)-spaces

According to the previous notation, Theorem 1.3 (Theorem 7 in [3]) can be written in the following terms:

**Theorem 3.1.** Let \((X, d)\) be a metric space equipped with a partial ordering \(\leq\) and let \(f : X \rightarrow X\) be an operator. Suppose that:

\[
\begin{align*}
a): & \text{ Condition [4.3] holds, that is, for every } x, y \in X, \text{ there exists } z \in X \text{ such that } (x, z), (y, z) \in X_{\leq}, \\
b): & f \text{ maps comparable elements into comparable elements, that is, } X_{\leq} \in I(f \times f). \\
c): & \text{One of the following conditions is satisfied:} \\
c.1): & f : (X, d) \rightarrow (X, d) \text{ is orbitally continuous or} \\
c.2): & \text{condition [4.4] holds, that is,}
\end{align*}
\]

1. If \((x_m)_{m \in \mathbb{N}} \rightarrow x\) is a sequence in \(X\) such that \((x_m, x_{m+1}) \in X_{\leq}, \forall m \in \mathbb{N},\)
   then there exists a subsequence \((x_{m_k})_{k \in \mathbb{N}}\) of \((x_m)_{m \in \mathbb{N}}\)
   such that \((x_{m_k}, x) \in X_{\leq}, \forall k \in \mathbb{N}.
\]

\[
\begin{align*}
d): & \text{The metric } d \text{ is complete.} \\
e): & \text{There exists } x_0 \in X \text{ with } (x_0, f(x_0)) \in X_{\leq}. \\
f): & \text{There exists } k \in [0, 1) \text{ with } d(f(x), f(y)) \leq k d(x, y), \forall (x, y) \in X_{\leq}.
\end{align*}
\]

Then \(f : X \rightarrow X\) is a PO.

**Proof.** For completeness and to use the new notation, we sketch the proof. Suppose that \(f(x_0) \neq x_0\). Using c) and b), we prove, by induction, that \((f^n(x_0), f^{n+1}(x_0)) \in X_{\leq}, \forall n \in \mathbb{N}\). Condition f) implies that \((f^n(x_0))_{n \in \mathbb{N}}\) is a Cauchy sequence in \(X\). By d), there exists \(x^* \in X\) such that \((f^n(x_0))_{n \in \mathbb{N}} \rightarrow x^*, \text{ as } n \rightarrow +\infty\). Let \(x \in X\) be arbitrary, and distinguish two cases:

\[
\begin{align*}
&\bullet \text{ If } (x, x_0) \in X_{\leq}, \text{ then } (f^n(x), f^n(x_0)) \in X_{\leq}, \forall n \in \mathbb{N} \text{ and} \\
&\quad d(f^n(x), x^*) \leq d(f^n(x), f^n(x_0)) + d(f^n(x_0), x^*) \\
&\quad \leq k^n d(x, x_0) + d(f^n(x_0), x^*) \rightarrow 0, n \rightarrow +\infty.
\end{align*}
\]

\[
\begin{align*}
&\bullet \text{ If } (x, x_0) \not\in X_{\leq}, \text{ by a), there exists } z \in X \text{ such that } (x, z), (x_0, z) \in X_{\leq}. \\
&\text{Similarly to the previous item, we obtain } f^n(z) \rightarrow x^* \text{ and } f^n(x) \rightarrow x^*. \\
\end{align*}
\]

If \(f\) is orbitally continuous, then \(x^*\) is obviously a fixed point of \(f\). Under the hypothesis c.2, take into account that \((f^n(x_0))_{n \in \mathbb{N}}\) is a sequence such that \((f^n(x_0)) \rightarrow x^*, \ (f^n(x_0), f^{n+1}(x_0)) \in X_{\leq}, \forall n \in \mathbb{N},\)
then there exists \((f^{n_k}(x_0))_{k \in \mathbb{N}}\) a subsequence of \((f^n(x_0))_{n \in \mathbb{N}}\) such that
\[
(f^{n_k}(x_0), x^* ) \in X_{\leq}, \forall k \in \mathbb{N}.
\]
then
\[ d(x^*, f(x^*)) \leq d(x^*, f^{n_k+1}(x_0)) + d(f(f^{n_k}(x_0)), f(x^*)) \]
\[ \leq d(x^*, f^{n_k+1}(x_0)) + k d(f^{n_k}(x_0), x^*) \xrightarrow{k \to +\infty} 0. \]

If \( f(x_0) = x_0 \), \( x_0 \) plays the role of \( x^* \).

Note that condition c.2) is trivially fulfilled for totally ordered spaces, where Theorem 3.3 is the classical Banach contraction principle.

Obviously, if \( f \) is monotone, then condition b) holds. This result improves Theorem 1.1 (Theorem 2.1 in \([1]\)) and Theorem 4.3 in \([4]\). Indeed, we present an alternative condition to orbital continuity of \( f \) and relax another hypothesis from \([4]\), where the authors considered the more restrictive condition

\[ a): \text{For every } x, y \in X, \text{there exist } m(x, y), M(x, y) \in X \text{ such that } (x, y) \in [m(x, y), M(x, y)] \leq. \]

For \( L \)-spaces equipped with a partial ordering \( \leq \), we obtain the following result, which requires us to define previously the concept of orbitally \( \leq \)-continuous functions.

**Definition 3.2.** Let \((X, \rightarrow)\) be an \( L \)-space equipped with a partial ordering \( \leq \). We say that \( f : (X, \rightarrow) \rightarrow (X, \rightarrow) \) is orbitally \( \leq \)-continuous if \( x \in X \) and

\[ f^{n(i)}(x) \rightarrow a, \]
\[ (f^{n(i)}(x), a) \in X \leq, \forall i \in \mathbb{N}, \]

imply \( f^{n(i)+1}(x) \rightarrow f(a) \).

**Theorem 3.3.** Let \((X, \rightarrow)\) be an \( L \)-space with a partial order \( \leq \) and let \( f : X \rightarrow X \) be an operator. Suppose that:

A): For every \( x, y \in X \), there exists \( z \in X \) such that \((x, z), (y, z) \in X \leq \).

B): There exist \( x_0, x^* \in X \) such that \((f^n(x_0))_{n \in \mathbb{N}} \rightarrow x^* \), as \( n \rightarrow +\infty \).

C): One of the following conditions is satisfied:

C.1): \( f : (X, \rightarrow) \rightarrow (X, \rightarrow) \) is orbitally continuous or

C.2): \( f : (X, \rightarrow) \rightarrow (X, \rightarrow) \) is orbitally \( \leq \)-continuous and there exists \((f^{n_k}(x_0))_{k \in \mathbb{N}}, \) a subsequence of \((f^n(x_0))_{n \in \mathbb{N}}, \) such that \((f^{n_k}(x_0), x^*) \in X \leq, \forall k \in \mathbb{N} \).

D): If \((x, y) \in X \leq \) and \((f^n(x))_{n \in \mathbb{N}} \rightarrow x^* \), as \( n \rightarrow +\infty \), then \((f^n(y))_{n \in \mathbb{N}} \rightarrow x^* \), as \( n \rightarrow +\infty \).

Then \( f : X \rightarrow X \) is a PO.

**Proof.** Suppose that \( f(x_0) \neq x_0 \). Using B), we get \((f^n(x_0))_{n \in \mathbb{N}} \rightarrow x^* \).

From C.1), \( x^* \) is a fixed point of \( f \). In case C.2), there exists \((f^{n_k}(x_0))_{k \in \mathbb{N}} \rightarrow x^* \), \((f^{n_k}(x_0), x^*) \in X \leq, \forall k \in \mathbb{N} \). Then \((f^{n_k+1}(x_0))_{k \in \mathbb{N}} \rightarrow f(x^*) \), but this is a subsequence of \((f^n(x_0))_{n \in \mathbb{N}} \) and, therefore, \( f(x^*) = x^* \).

Let \( x \in X \) be arbitrary, and distinguish two cases:

1. If \((x, x_0) \in X \leq \), then, by B) and D), \((f^n(x))_{n \in \mathbb{N}} \rightarrow x^* \).
2. If \((x, x_0) \notin X \leq \), by A), there exists \( z \in X \) such that \((x, z), (x_0, z) \in X \leq \); in consequence, by D), \( f^n(z) \rightarrow x^* \) and \( f^n(x) \rightarrow x^* \).

If \( f(x_0) = x_0 \), then \( x_0 \) plays the role of \( x^* \).
Theorem 3.5 is a particular case of Theorem 3.3 since a) coincides with A); c.1) coincides with C.1); b), d), e), f) imply B); b), f) imply D); and b), c.2), e) imply the second part in C.2). Moreover, condition f) implies the orbital \( \leq \)-continuity of \( f \). Indeed, if \( x \in X \) and

\[
\begin{align*}
&f^{n(i)}(x) \to a \in X, \\
&\quad (f^{n(i)}(x), a) \in X_{\leq}, \forall i \in \mathbb{N},
\end{align*}
\]

then

\[
d(f^{n(i)+1}(x), f(a)) \leq kd(f^{n(i)}(x), a) \to 0,
\]

and \( f^{n(i)+1}(x) \to f(a) \). Besides, our Theorem 3.3 extends Theorem 4.2 in [4] since the hypothesis about continuity of \( f \) has been relaxed and we allow \( f \) to be discontinuous.

For a more general formulation of fixed point results in \( L \)-spaces, we give the following definition:

**Definition 3.4.** Let \( (X, \rightarrow) \) be an \( L \)-space and \( U \subseteq X \times X \). We say that \( f \) is orbitally \( U \)-continuous if \( x \in X \) and

\[
\begin{align*}
&f^{n(i)}(x) \to a, \\
&\quad (f^{n(i)}(x), a) \in U, \forall i \in \mathbb{N},
\end{align*}
\]

imply \( f^{n(i)+1}(x) \to f(a) \).

**Theorem 3.5.** Let \( (X, \rightarrow) \) be an \( L \)-space and \( U \) a symmetric subset of \( X \times X \) such that \( \Delta(X) \) (the diagonal of \( X \times X \)) is included in \( U \). Let \( f : X \to X \) be an operator. Suppose that:

I): For every \( x, y \in X \), there exists \( z \in X \) such that \( (x, z), (y, z) \in U \).

II): There exist \( x_0, x^* \in X \) such that \( x_0 \in A_f(x^*) \).

III): \( (x, y) \in U \) and \( x \in A_f(x^*) \) imply that \( y \in A_f(x^*) \).

Then \( A_f(x^*) = X \). Moreover, if one of the following conditions hold:

- IV.a): \( f \) is orbitally continuous,
- IV.b): \( f \) is orbitally \( U \)-continuous and there exists \( (f^{n_k}(x_0))_{k \in \mathbb{N}}, \) a subsequence of \( (f^n(x_0))_{n \in \mathbb{N}} \), such that \( (f^{n_k}(x_0), x^*) \in U, \forall k \in \mathbb{N} \), then \( F_f = \{ x^* \} \).

**Proof.** Let \( x \in X \) be arbitrary.

- If \( (x, x_0) \in U \), then \( x \in A_f(x^*) \), using II) and III).
- If \( (x, x_0) \notin U \), by I), there exists \( z \in X \) such that \( (x, z), (x_0, z) \in U \). By II) and III), we get \( x \in A_f(x^*) \).

It is evident that an element different from \( x^* \) is not a fixed point of \( f \). Under conditions IV.a) or IV.b), we prove that \( x^* \) is a fixed point of \( f \) (the unique fixed point of \( f \)). If \( f \) is orbitally continuous, then \( f^{n+1}(x_0) = f(f^n(x_0)) \to f(x^*) \)

and \( f(x^*) = x^* \). Suppose that condition IV.b) holds. Then \( (f^{n_k}(x_0))_{k \in \mathbb{N}} \to x^* \), \( (f^{n_k}(x_0), x^*) \in U, \forall k \in \mathbb{N} \). In consequence, by the orbital \( U \)-continuity of \( f \), we obtain \( (f^{n+1}(x_0))_{k \in \mathbb{N}} \to f(x^*) \), obtaining, from the property ii) of \( L \)-spaces, \( f(x^*) = x^* \). \( \square \)

Theorem 3.5 is a particular case of Theorem 3.3 taking \( U = X_{\leq} \) which is a symmetric subset of \( X \times X \) containing the diagonal \( \Delta(X) \). Note that orbital \( \leq \)-continuity is precisely orbital \( X_{\leq} \)-continuity. Theorem 3.5 improves Lemma 4.1 in [4], since orbital continuity is not essential in our result.
Next, we present some applications of the previous fixed point theorems.

**Theorem 3.6.** Let \((X, d)\) be a generalized metric space (in the sense that \(d(x, y) \in \mathbb{R}_+\)) with a partial ordering \(\leq\) and let \(f : X \rightarrow X\) be an operator. Suppose that hypotheses a)-e) in Theorem 3.1 hold and that

\[
\hat{f} : \text{There exists a matrix } A \in M_{mn}(\mathbb{R}_+) \text{ with } A^m \rightarrow 0 \text{ as } m \rightarrow +\infty, \text{ such that}
\]

\[
d(f(x), f(y)) \leq A \cdot d(x, y), \forall (x, y) \in X_{\leq}.
\]

Then \(f : (X, d) \rightarrow (X, d)\) is a PO.

**Theorem 3.7.** Let \((X, F, \min, \leq)\) be a probabilistic complete metric space with a partial ordering \(\leq\), and let \(f : X \rightarrow X\) be an operator. Suppose that a), b), e) in Theorem 3.1 hold and

\[
\hat{c} : \text{One of the following conditions is satisfied:}
\]

- \(f : (X, F, \min) \rightarrow (X, F, \min)\) is orbitally continuous, or
- condition c.2) holds.

\[
\hat{f} : \text{There exists } k \in [0, 1) \text{ with } F_{f(x), f(y)}(a) \geq F_{x, y}(\lambda), \forall (x, y) \in X_{\leq}, \lambda > 0.
\]

Then \(f : X \rightarrow X\) is a PO.

These results extend Theorems 4.7 and 4.8 in [1]. Analogous considerations can be made for complete Menger spaces with a partial ordering \(\leq\), relaxing the corresponding hypotheses and improving Theorem 4.10 in [1].

For systems of nonlinear equations in \(\mathbb{R}^m\), we can obtain a result more general than Theorem 5.3 in [1], since orbital continuity can be eliminated if \(m = 1\), obtaining the following result.

**Theorem 3.8.** Take the ordered \(L\)-space \((\mathbb{R}^m, \rightarrow, \leq)\) and let \(f : \mathbb{R}^m \rightarrow \mathbb{R}^m\) be an operator. Suppose that:

- \(\mathbb{R}^m_+ \in I(f \times f)\).
- One of the following conditions is satisfied: either \(f : \mathbb{R}^m \rightarrow \mathbb{R}^m\) is orbitally continuous, or condition c.2) holds for \(X = \mathbb{R}^m\).
- There exists \(x_0 \in \mathbb{R}^m\) with \((x_0, f(x_0)) \in \mathbb{R}^m_+\).
- There exists a matrix \(A \in M_{mm}(\mathbb{R}_+)\) with \(A^n \rightarrow 0\) as \(n \rightarrow +\infty\), such that

\[
\begin{pmatrix}
\|f_1(x) - f_1(y)\| \\
\vdots \\
\|f_m(x) - f_m(y)\|
\end{pmatrix} \leq A \cdot 
\begin{pmatrix}
\|x_1 - y_1\| \\
\vdots \\
\|x_m - y_m\|
\end{pmatrix}, \forall x, y \in \mathbb{R}^m, x \leq y.
\]

Then the equation \(x = f(x)\) has a unique solution \(x^* \in \mathbb{R}^m\) and \(f^n(x) \rightarrow x^*\) as \(n \rightarrow +\infty\), for all \(x \in \mathbb{R}^m\).

In the case of nondecreasing operators \(f\) (see [2]), hypothesis c.2) can be replaced by:

if \((x_n)_{n \in \mathbb{N}} \rightarrow x\) is monotone, then every \(x_n\) is comparable to the limit \(x\),

which is valid, for instance, for \(X = \mathbb{R}^m, X = C(I, \mathbb{R})\) the space of continuous functions \(x : I \rightarrow \mathbb{R}\), and \(X = E^3\) the space of real fuzzy numbers [6]. In this case, orbital continuity can be eliminated.
4. Fixed point theorems in topological spaces

Plainly, every Hausdorff topological space is an $L$-space: if $X$ is a topological space it suffices to define $c(X)$ as the family of all convergent sequences and $\text{Lim}$ as the mapping that sends every convergent sequence into its limit. Note that it is not only that Hausdorff topological spaces are $L$-spaces, but they can be naturally equipped with an $L$-space structure such that convergent sequences and their respective limits are the same from the topological and from the $L$-space points of view.

Not as obvious, every $L$-space is a topological space. More precisely: for an $L$-space $(X, c(X), \text{Lim})$ there exists a topology in $X$, say $\tau_L$, such that every sequence $(x_n)_n \in c(X)$ converges to $\text{Lim}(x_n)_n$ in the $\tau_L$ topology. To define such a topology it suffices to define a basis of open neighborhoods of each point as follows: for every $x \in X$ we define a basic open neighborhood of $x$ as any set of the form

$$
\bigcup_{(y_n)_n \in \text{Lim}^{-1}(\{x\})} \{y_n\}\quad\text{where } k : c(X) \to \mathbb{N},
$$

i.e., basic open neighborhoods of $x$ are sets which contain all terms of all sequences that converge to $x$ except, at most, a finite number of terms of each sequence. Finally we define the elements of $\tau_L$ as subsets of $X$ that contain a basic open neighborhood of each one of their points.

Obviously, if $(x_n)_n \in c(X)$ and $\text{Lim}(x_n)_n = x$, then any open neighborhood of $x$, by its definition, contains all terms of $(x_n)_n$ except, at most, a finite number of them, i.e., $(x_n)_n$ tends to $x$ in the $\tau_L$ topology. However there might be more $\tau_L$-convergent sequences than $L$-convergent sequences, and this is impossible to avoid in general. This is due to the fact that certain sequences that belong to $c(X)$ may not belong to $c(X)$ anymore if we add a finite number of terms; moreover, it is possible that we could combine the terms of two elements of $c(X)$ that have the same limit to construct a new sequence that does not belong to $c(X)$. Fréchet pointed out that this is an inconvenience of $L$-spaces; see [5]. Furthermore $\tau_L$ is not necessarily a Hausdorff topology, so it might be possible to find one sequence with different limits.

As a conclusion we can say that an $L$-space can be equivalently defined as a triple $(X, c(X), \text{Lim})$, where $X$ is a topological space, $c(X)$ is a certain family of convergent sequences, and $\text{Lim} : c(X) \to X$ is an operator that assigns one of its limits to each sequence in $c(X)$ and satisfies i) and ii) in Definition 2.2. Furthermore $\tau_L$ is not necessarily a Hausdorff topology, so it might be possible to find one sequence with different limits.

As a conclusion we can say that an $L$-space can be equivalently defined as a triple $(X, c(X), \text{Lim})$, where $X$ is a topological space, $c(X)$ is a certain family of convergent sequences, and $\text{Lim} : c(X) \to X$ is an operator that assigns one of its limits to each sequence in $c(X)$ and satisfies i) and ii) in Definition 2.2. Furthermore $\tau_L$ is not necessarily a Hausdorff topology, so it might be possible to find one sequence with different limits.

Theorem 4.1. Let $X$ be a Hausdorff topological space with a partial order $\leq$ and let $f : X \to X$ be an operator. Suppose that:

- $f$ is order-preserving,
- $f$ is orbitally monotone-continuous, that is, if $x \in X$ and $f^n(i)(x) \to a$ with $(f^n(i)(x))_{i \in \mathbb{N}}$ monotone, then $f^{n+1}(i)(x) \to f(a)$,
- There exists $x_0 \in X$ with $(x_0, f(x_0)) \in X_{\leq}$,
- $f$ maps monotone sequences into convergent sequences.

Then there exists at least one fixed point of $f$ in $X$. If A), D) in Theorem 3.3 hold, then $f$ is a PO.
Proof. Since \((x_0, f(x_0)) \in X_\leq\) and \(f\) is nondecreasing, then \((f^{n-1}(x_0))_{n \in \mathbb{N}}\) is a monotone sequence, so that \((f^n(x_0))_{n \in \mathbb{N}}\) is a convergent sequence. Now, \((f^n(x_0))_{n \in \mathbb{N}} \to x^*\) is monotone, hence, by the orbital monotone-continuity of \(f\), \((f^{n+1}(x_0))_{n \in \mathbb{N}} \to f(x^*)\). In consequence, \(f(x^*) = x^*\).

On the other hand, let \(x \in X\) be arbitrary.

- If \((x, x_0) \in X_\leq\), then \((f^n(x))_{n \in \mathbb{N}} \to x^*\).
- If \((x, x_0) \notin X_\leq\), by a), there exists \(z \in X\) such that \((x, z), (x_0, z) \in X_\leq\), therefore \(f^n(z) \to x^*\) and \(f^n(x) \to x^*\).

Of course, \(x^*\) is the unique fixed point of \(f\). □

More generally, we can prove the following

**Theorem 4.2.** Let \(X\) be a Hausdorff topological space with a partial ordering \(\leq\) and let \(f : X \to X\) be an operator. Suppose that:

- One of the following conditions is satisfied:
  
  either \(f\) is orbitally continuous, or \(f\) is orbitally \(\leq\)-continuous, and if \((x_m)_{m \in \mathbb{N}} \to x^*\) is such that \((x_m, x_{m+1}) \in X_\leq\), \(\forall m \in \mathbb{N}\), then there exists \((x_m)_{k \in \mathbb{N}}\) a subsequence of \((x_m)_{m \in \mathbb{N}}\) such that \((x_m, x^*) \in X_\leq\), \(\forall k \in \mathbb{N}\).
  
  - \(X_\leq\in I(f \times f)\).
  
  - There exists \(x_0 \in X\) with \((x_0, f(x_0)) \in X_\leq\).
  
  - If \((x_m)_{m \in \mathbb{N}}\) is a sequence in \(X\) such that \((x_m, x_{m+1}) \in X_\leq\), \(\forall m \in \mathbb{N}\), then \((f(x_m))_{m \in \mathbb{N}}\) is a convergent sequence.

Then there exists at least one fixed point of \(f\) in \(X\). Besides, if A), D) in Theorem 3.3 hold, then \(f\) is a PO.

Proof. Since \((x_0, f(x_0)) \in X_\leq\), we deduce that \((f^{n-1}(x_0))_{n \in \mathbb{N}}\) is a sequence such that \((f^{m-1}(x_0), f^m(x_0)) \in X_\leq\), \(\forall m\), then \((f^n(x_0))_{n \in \mathbb{N}} \to x^*\). If \(f\) is orbitally continuous, then \(f(x^*) = x^*\). If not, there exists a subsequence \((f^{n_k}(x_0))_{k \in \mathbb{N}} \to x^*\) such that \((f^{n_k}(x_0), x^*) \in X_\leq\), \(\forall k\), and, by hypothesis, \((f^{n_k+1}(x_0))_{k \in \mathbb{N}} \to f(x^*)\), which implies \(f(x^*) = x^*\). The rest of the proof follows similarly to the proof of the previous theorem. □

Theorem 4.2 is a particular case of Theorem 3.3 and it is easy to prove that, considering the weaker condition

if \(x \in X\) and \((f^n(x))_{n \in \mathbb{N}}\) is a sequence such that \((f^n(x), f^{n+1}(x)) \in X_\leq\), \(\forall n\), then \((f^{n+1}(x))_{n \in \mathbb{N}}\) is convergent, then Theorem 4.2 is an extension of Theorem 3.1.

Finally, we present a result in ordered topological spaces. We recall that an ordered topological space \((X, \leq)\) is a topological space equipped with a partial ordering \(\leq\) such that for each \(x \in X\) the sets

\[
\{y \in X : y \leq x\} ~ \text{and} ~ \{y \in X : y \geq x\}
\]

are closed.

As a consequence of Proposition 1.1.3 in [7] we have that if \((x_n)\) is a nondecreasing convergent sequence in an ordered topological space, then

\[
\lim_{n \to \infty} x_n = \sup_{n \in \mathbb{N}} x_n.
\]
Theorem 4.3. Let $X$ be a subset of an ordered topological space $(Y, \leq)$ and let $f : X \rightarrow X$ be an operator.
Suppose that there exists $x_0 \in X$ such that $(x_0, f(x_0)) \in X \leq$ and that the following conditions hold:

- $f$ is nondecreasing on the set $C_{x_0} := \{x \in X : (x, x_0) \in X \leq\}$;
- $(f(x_n))_n$ converges in $Y$ whenever $(x_n)_n$ is a monotone sequence in $C_{x_0}$;
- for all $x \in X$ the relations
  \[ f^n(x) \rightarrow a \quad \text{and} \quad (f^n(x))_n \text{ monotone} \]

imply $a \in X$ and
  \[ a \geq f(a) \quad \text{if} \quad (f^n(x))_n \text{ is nondecreasing}, \]
  \[ a \leq f(a) \quad \text{if} \quad (f^n(x))_n \text{ is nonincreasing}. \]

Then $f$ has at least one fixed point in $C_{x_0}$. If A), D) in Theorem 3.3 hold, then $f$ is a PO.

Proof. Suppose that $x_0 \leq f(x_0)$; then $f(x_0) \in C_{x_0}$ and hence $f(x_0) \leq f^2(x_0)$ because $f$ is nondecreasing on $C_{x_0}$. Inductively one can show that for all $n \in \mathbb{N}$ and, moreover, that

\[ x_0 \leq f^n(x_0) \leq f^{n+1}(x_0) \quad \text{for all} \quad n \in \mathbb{N}. \]

Therefore $(f^{n-1}(x_0))_n$ is nondecreasing and then $(f^n(x_0))_n$ is convergent to some $x^* \in Y$ that satisfies

\[ f^n(x_0) \leq x^* \quad \text{for all} \quad n \in \mathbb{N}. \]

Moreover $(f^n(x_0))_n$ is nondecreasing and converges to $x^*$, which implies that $x^* \in X$ and

\[ f(x^*) \leq x^*. \]

Now from (4.1) and (4.2) we deduce that $x_0 \leq x^*$ (in particular, $x^* \in C_{x_0}$), thus

\[ f^n(x_0) \leq f(x^*) \leq x^* \quad \text{for all} \quad n \in \mathbb{N}, \]

hence $x^* \leq f(x^*) \leq x^*$, i.e., $x^*$ is a fixed point of $f$. \hfill \Box

Remark 4.4. Theorem 4.3 is also valid for ordered $L$-spaces satisfying (1.1) and (1.2).

5. Applications

Consider the set $X$ given by

\[ X = PC(J) := \{x : J \rightarrow \mathbb{R} : x \text{ is continuous in } [0, T) \setminus \{t_k : k \in \mathbb{N}\}, \text{ and} \]

there exist $x(t_k^-), x(t_k^+) \in X(t_k), k \in \mathbb{N}, x(t_k^+) = x(t_k), k \in \mathbb{N} \cup \{0\}, \}

where $T > 0, J = [0, T)$, and $0 = t_0 < t_1 < t_2 < \cdots < t_k < t_{k+1} < \cdots < T$ are such that $\lim_{k \rightarrow +\infty} t_k = T$. Denote by $J_k = \{t_k, t_{k+1}\},$ for $k \in \mathbb{N} \cup \{0\}.$

Given $x \in PC(J)$, we define $x_k \in C(J_k), k = 0, 1, 2, \ldots,$ by

\[ x_k(t) = x(t), t \in [t_k, t_{k+1}), x_k(t_{k+1}) = x(t_{k+1}^-). \]
Reciprocally, for a family of functions \{x_k : x_k \in C(J_k), k \in \mathbb{N} \cup \{0\}\}, we define \(x \in PC(J)\) as \(x(t) = x_k(t)\), for \(t \in [t_k, t_{k+1})\), \(k = 0, 1, 2, \ldots\). Hence the space \(PC(J)\) can be interpreted as the infinite product \(\prod_{k \in \mathbb{N} \cup \{0\}} C(J_k)\).

\(PC(J)\) has structure of \(L\)-space, if we consider \(c(X)\) the set of sequences \((x_n)_{n \in \mathbb{N}}\) in \(X = PC(J)\) such that the sequence \((x_n)_k\) is convergent in \(C(J_k)\), for every \(k = 0, 1, 2, \ldots\), and \(Lim : c(X) \rightarrow X\) is the mapping given by \(Lim(x_n)_k = \lim_{n \to \infty} (x_n)_k \in C(J_k)\), for \((x_n)_{n \in \mathbb{N}} \in c(X)\) and \(k = 0, 1, 2, \ldots\). Indeed, we check properties i), ii) in Definition 2.2:

- If \(x_n = x\), for all \(n \in \mathbb{N}\), then \((x_n)_k = x_k \in C(J_k)\), for all \(n \in \mathbb{N}\) and \(k \in \mathbb{N} \cup \{0\}\), then \((x_n)_k\) is convergent in \(C(J_k)\), for every \(k = 0, 1, 2, \ldots\), and \((x_n)_n \in c(X)\) with \(Lim(x_n)_n = x\).
- If \((x_n)_{n \in \mathbb{N}} \in c(X)\) and \(Lim(x_n)_n = x\), then \((x_n)_k \in C(J_k)\), satisfying \((x_n)_k\) is convergent in \(C(J_k)\), for every \(k = 0, 1, \ldots\). This implies that, for every \((x_n)_{n \in \mathbb{N}}\) of \((x_n)_{n \in \mathbb{N}}\) in \(X\) we have that \((x_n)_k \to x_k\), for \(k = 0, 1, \ldots\), obtaining \((x_n)_n \in c(X)\) and \(Lim(x_n)_n = x\).

Moreover, \((PC(J), \to, \leq)\) is an ordered \(L\)-space. Indeed, \(PC(J)\) is a partially ordered set considering the partial ordering \(\leq\) given by

\[x \leq y \iff x(t) \leq y(t), \text{ for every } t \in J,\]

which is equivalent to \(x_k \leq y_k\) in \(J_k\), for every \(k = 0, 1, 2, \ldots\), and, besides, for \((x_n)_{n \in \mathbb{N}} \to x, (y_n)_{n \in \mathbb{N}} \to y\) such that \(x_n \leq y_n\), for each \(n \in \mathbb{N}\), we get \((x_n)_k \leq (y_n)_k\) in \(C(J_k)\), for each \(n \in \mathbb{N}\), \(k \in \mathbb{N} \cup \{0\}\), and \((x_n)_n \to x_k, ((y_n)_n \to y_k, \forall k = 0, 1, 2, \ldots\). This implies that \(x_k \leq y_k\), for every \(k\) and, therefore, \(x \leq y\).

Note that \(d(x, y) = \sup_{t \in J} \sup_{k \in \mathbb{N} \cup \{0\}} |x_k(t) - y_k(t)|\), for \(x, y \in X\), is not necessarily a finite number. However, \(d\) defines a metric in the space \(PC_M(J) := \{x \in PC(J) : -M \leq x(t) \leq M, \forall t \in J\}\), where \(M > 0\), since, for \(x, y \in PC_M(J)\), \(|x_k(t) - y_k(t)| \leq 2M, \text{ for } t \in J_k\), and \(k = 0, 1, \ldots\). The space \(PC_M(J)\) is an ordered \(L\)-space as well.

For the ordered \(L\)-space \((PC(J), \to, \leq)\), condition A) in Theorem 3.3 holds. Indeed, for every \(x, y \in PC(J)\), it is possible to define \(\max(x, y) \in PC(J)\), respectively, by \(\max(x, y)_k = \max(x_k, y_k) \in C(J_k)\) and \(\min(x, y)_k = \min(x_k, y_k) \in C(J_k)\), for \(k = 0, 1, 2, \ldots\). Obviously, \(\min(x, y) \leq x, y \leq \max(x, y)\), since it is satisfied on each \(J_k\).

Following the proof of Theorem 3.3 we deduce the existence of fixed points for orbitally-continuous mappings \(F : PC(J) \to PC(J)\) under the hypothesis of existence of \(x_0 \in PC(J)\) with \((F^n(x_0))_n\) convergent. This kind of fixed point result is useful to obtain the existence of solution for equations defined in the space \(PC(J)\), which allows the impulsive behavior of the solution at an infinite number of points in the interval \(J\), that is, the solution could be a function with an infinite number of discontinuities \(t_k\) accumulating at \(t = T\), and, therefore, \(\inf\{t_k - t_{k-1} : k \in \mathbb{N}\} = 0\). This case has not been discussed in the literature as much as the case with a finite number of discontinuities \(t_k\), due to the particular behavior of the elements in \(PC(J)\). Thus, the development of new fixed point theorems valid in more general spaces arises as an interesting point. For instance, \(L\)-spaces and fixed point theorems in \(L\)-spaces provide suitable tools for the analysis of existence and uniqueness of solutions for differential and integro-differential equations with underlying space \(PC(J)\). Besides, some results in [1, 4] concerning matrix equations
can be extended by taking into account that our results consider some weaker hypotheses with respect to the fixed point results in those references.

We present an example in the context of integral equations, where solutions have an infinite number of jumps in the bounded interval \( J \). Consider the integral equation

\[
(5.1) \quad x(t) = \max \left\{ -M, \min \left\{ h(t) + \int_{t_k}^{t} G(t, s) f(s, x(s)) \, ds,\ M \right\} \right\}, \quad t \in [t_k, t_{k+1}),
\]

where \( k = 0, 1, 2, \ldots, M > 0, h \in PC(J), G \in PC(\Delta, \mathbb{R}^+), G \) bounded, where \( \Delta := \bigcup_{k=0}^{\infty} \{ (t, s) \in \mathbb{R}^2 : t_k \leq s \leq t \leq t_{k+1} \} \), and \( f : J \times \mathbb{R} \rightarrow \mathbb{R} \) is continuous in \( (t_k, t_{k+1}) \times \mathbb{R}, k = 0, 1, 2, \ldots, \) and such that there exist the limits \( \lim_{t \rightarrow t_k^-} f(t, x) = f(t_k, x) \), for every \( x \in \mathbb{R}, k = 0, 1, 2, \ldots, \) and \( \lim_{t \rightarrow t_k^+} f(t, x) \), for \( x \in \mathbb{R}, k = 1, 2, \ldots \)

**Theorem 5.1.** Suppose that the following conditions hold:

1. **(H1):** \( f \) is nondecreasing in the second variable: \( f(t, x) \leq f(t, y), \forall t \in J, x \leq y \in \mathbb{R} \).
2. **(H2):** If \( (y_n) \subseteq PC_M(J) \) is monotone and \( (y_n) \rightarrow a \) in \( PC(J) \), then the sequence \( (f(\cdot, y_n(\cdot))) \subseteq PC(J) \) is such that \( \sup_{t \in J} |f(t, y_n(t)) - f(t, a(t))| \rightarrow 0, \) as \( n \rightarrow +\infty \).
3. **(H3):** There exists \( x_0 \in PC_M(J) \) with \( x_0(t) \leq h(t) + \int_{t_k}^{t} G(t, s) f(s, x_0(s)) \, ds, \) \( \forall t \in J \) (or \( x_0(t) \geq h(t) + \int_{t_k}^{t} G(t, s) f(s, x_0(s)) \, ds, \forall t \in J \).
4. **(H4):** If \( (y_n) \subseteq PC_M(J) \) is monotone, then

\[
\left( \max \left\{ -M, \min \left\{ h(t) + \int_{t_k}^{t} G(t, s) f(s, (y_n)(s)) \, ds,\ M \right\} \right\} \right)
\]

is convergent in \( C(J_k) \), uniformly in \( k = 0, 1, 2, \ldots, \).

Then there exists at least one solution of equation \((5.1)\).

**Proof.** Define the operator \( F : PC_M(J) \rightarrow PC_M(J) \), where \( (Fx)(t) \), for \( x \in PC_M(J) \) and \( t \in J \), is given by the right-hand side in \((5.1)\). It is easy to check that hypotheses in Theorem 4.3 are valid and, thus, there exists at least one fixed point of \( F \) in \( PC_M(J) \), that is, a solution of equation \((5.1)\) which lies in the functional interval \([−M, M]\).

This result can be extended and the existence of solution to \((5.1)\) can be derived from Theorem 4.3 since \( PC_M(J) \) is an ordered topological space. One of the improvements is that hypotheses (H1) and (H4) can be weakened to its validity in the set \( C_{x_0} := \{ x \in PC_M(J) : x \leq x_0 \) or \( x \geq x_0 \} \), also obtaining a solution in the set \( C_{x_0} \).
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