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Abstract. Some orthogonal polynomial systems are mapped onto each other
by the Fourier transform. The best-known example of this type is the Hermite
functions, i.e., the Hermite polynomials multiplied by exp(−x^2/2), which are
eigenfunctions of the Fourier transform. In this paper, we introduce two new
examples of finite systems of this type and obtain their orthogonality relations.
We also estimate a complicated integral and propose a conjecture for a further
example of finite orthogonal sequences.

1. Introduction

Let us start our discussion with the generic differential equation of the classical
orthogonal polynomials, i.e.,

\[(ax^2 + bx + c)y''_n(x) + (dx + e)y'_n(x) - n(n + 1)a y_n(x) = 0,\]

in which \(a, b, c, d, e\) are all real parameters and \(n\) is a positive integer. In general,
six special classes of orthogonal polynomials can be extracted from the differential
equation \([1]\). Three of them, namely the Jacobi, Laguerre and Hermite polynomials,
are known as the infinite classical orthogonal polynomials. Three other classes,
which are less well known, are the finite classical orthogonal polynomials that are
respectively orthogonal with respect to the generalized \(T\), inverse Gamma and \(F\)
distributions; see \([Les, Mas1, Mas2]\) for more details.

Since the general properties of the finite classes whose weight functions corre-
spend to the inverse Gamma and \(F\) distributions \([PFTV, WP]\) are required in this
paper, we restate them here in summary.

1.1. Finite classical orthogonal polynomials with weight \(W_1(x, p) = x^{-p} e^{-\frac{x}{2}}\)
on \([0, \infty)\). If \((a, b, c, d, e) = (1, 0, 0, -p + 2, 1)\) is chosen in \([1]\), then the equation

\[x^2 y''_n(x) + ((2 - p)x + 1)y'_n(x) - n(n + 1 - p) y_n(x) = 0\]
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Some orthogonal polynomial systems are mapped onto each other by the Fourier transform or by another integral transform such as the Mellin and Hankel transforms (for integral transforms, see [EMOT]). The best-known examples of this type are the Hermite functions, i.e. the Hermite polynomials $H_n(x)$ multiplied by exp($-x^2/2$), which are eigenfunctions of the Fourier transform. For more examples we refer the reader to [Koor1, Koor2] and [Koel]. The latter showed that the Jacobi and continuous Hahn polynomials can be mapped onto each other in such a way, and the orthogonality relations for the continuous Hahn polynomials then follow from the orthogonality relations for the Jacobi polynomials and the Parseval formula.

According to [Mas2], it can be shown that the finite set $\{N_n^{(p)}(x)\}_{n=0}^{N}$ is orthogonal with respect to the weight function $W_1(x, p) = x^{-p}e^{-x}$ on $[0, \infty)$ if and only if $p > 2N + 1$. The orthogonality relation corresponding to these polynomials is given by

$$\int_0^\infty x^{-p}e^{-x} N_n^{(p)}(x) N_m^{(p)}(x) dx = \frac{n!(p-(n+1))!}{p!(2n+1)} \delta_{n,m}$$

for $m,n = 0, 1, 2, \ldots, N < \frac{p-1}{2}$,

where \(\delta_{n,m} = \begin{cases} 
0 & \text{if } n \neq m, \\
1 & \text{if } n = m.
\end{cases}\)

1.2. Finite classical orthogonal polynomials with weight $W_2(x, p, q) = \frac{x^q}{(1+x)^{p+q}}$ on $[0, \infty)$. Similarly, if $(a, b, c, d, e) = (1, 1, 0, -p + 2, q + 1)$ is considered in [1], then the equation

$$x(x+1)y_n''(x) + ((2-p)x + q + 1)y_n'(x) - n(n+1-p)y_n(x) = 0$$

has the polynomial solution [Mas2]

$$M_n^{(p,q)}(x) = (-1)^n n! \sum_{k=0}^{n} \binom{p-(n+1)}{k} \binom{q+n}{n-k} (-x)^k.$$

According to [Mas2], it can be shown that the finite set $\{M_n^{(p,q)}(x)\}_{n=0}^{N}$ is orthogonal with respect to the weight function $W_2(x, p, q) = \frac{x^q}{(1+x)^{p+q}}$ on $[0, \infty)$ if and only if $q > -1$ and $p > 2N + 1$. The corresponding orthogonality relation takes the form

$$\int_0^\infty \frac{x^q}{(1+x)^{p+q}} M_n^{(p,q)}(x) M_m^{(p,q)}(x) dx = \frac{n!(p-(n+1))!(q+n)!}{(p-(2n+1))(p+q-(n+1))!} \delta_{n,m}$$

for $m,n = 0, 1, 2, \ldots, N < \frac{p+q}{2}, q > -1$. Some orthogonal polynomial systems are mapped onto each other by the Fourier transform or by another integral transform such as the Mellin and Hankel transforms (for integral transforms, see [EMOT]). The best-known examples of this type are the Hermite functions, i.e. the Hermite polynomials $H_n(x)$ multiplied by exp($-x^2/2$), which are eigenfunctions of the Fourier transform. For more examples we refer the reader to [Koor1, Koor2] and [Koel]. The latter showed that the Jacobi and continuous Hahn polynomials can be mapped onto each other in such a way, and the orthogonality relations for the continuous Hahn polynomials then follow from the orthogonality relations for the Jacobi polynomials and the Parseval formula.
2. FOURIER TRANSFORM OF TWO FINITE CLASSES OF ORTHOGONAL
POLYNOMIALS AND THEIR ORTHOGONALITY PROPERTIES

To derive the Fourier transform of the polynomials \( M_n^{(p,q)}(x) \) and \( N_n^{(p)}(x) \) defined in (3) and (6), we will use the well-known identity for the Beta integral

\[
B(a, b) = \int_0^1 x^{a-1}(1-x)^{b-1}dx = \int_0^\infty \frac{t^{a-1}}{(1+t)^{a+b}}dt = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)},
\]

where

\[
\Gamma(z) = \int_0^\infty x^{z-1}e^{-x}dx, \quad \text{Re}(z) > 0
\]
denotes the Gamma function satisfying the fundamental recurrence relation \( \Gamma(z+1) = z\Gamma(z) \). The Fourier transform of a function, say \( g(x) \), is defined as

\[
\mathcal{F}(s) = \mathcal{F}(g(x)) = \int_{-\infty}^{\infty} e^{-isx}g(x)dx,
\]
and for the inverse transform one gets the formula

\[
g(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{isx} \mathcal{F}(s)ds.
\]

The Parseval identity of Fourier theory is given by the statement

\[
\int_{-\infty}^{\infty} g(x)h(x)dx = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}(g(x))\mathcal{F}(h(x))ds
\]
for \( g, h \in L^2(\mathbb{R}) \). Now we can define the following specific functions:

\[
g(x) = \frac{e^{qx}}{(1+e^x)^{p+q}} M_n^{(r,n)}(e^x), \quad h(x) = \frac{e^{nx}}{(1+e^x)^{a+b}} M_m^{(c,d)}(e^x),
\]
in terms of \( M_n^{(p,q)}(x) \) given by (9), to which we will apply the Fourier transform. Clearly for both defined functions the Fourier transform exists. For the function \( g(x) \) defined in (12) we get

\[
\mathcal{F}(g(x)) = \int_{-\infty}^{\infty} e^{-isx} \frac{e^{qx}}{(1+e^x)^{p+q}} M_n^{(r,n)}(e^x)dx = \int_0^{\infty} t^{-is-1} \frac{t^q}{(1+t)^{p+q}} M_n^{(r,n)}(t)dt
\]
\[
= (-1)^n n! \left(\frac{u+n}{n}\right) \sum_{k=0}^{n} \frac{(-1)^k(-n)_k(n+1-r)_k}{(u+1)_k k!} \left(\frac{\Gamma(q-is+k)\Gamma(p+is-k)}{\Gamma(p+q)}\right)
\]
\[
= (-1)^n \frac{u+n+1}{u!} \sum_{k=0}^{n} \frac{(-1)^k(-n)_k(n+1-r)_k}{(u+1)_k k!} \frac{\Gamma(q-is+k)\Gamma(p+is-k)}{\Gamma(p+q)} \left[\begin{array}{c} u+1, -p+1 & -is \end{array}\right]_3 \mathcal{F}_2 \left(\frac{n}{u+1}, \frac{1}{p+q}\right)
\]
where \( _3\mathcal{F}_2(\cdots) \) is a special case of the hypergeometric function [Koep] given by

\[
pF_q \left(\begin{array}{c} a_1, a_2, \ldots, a_p \end{array}\mid \begin{array}{c} b_1, b_2, \ldots, b_q \end{array}\right) x^k = \sum_{k=0}^{\infty} \frac{(a_1)_k(a_2)_k\cdots(a_p)_k}{(b_1)_k(b_2)_k\cdots(b_q)_k} \frac{x^k}{k!},
\]
then according to the orthogonality relation (7), Equation (16) reads as
\[ \Gamma(a + k) = \Gamma(a)(a)_k \quad \text{and} \quad \Gamma(a - k) = (-1)^k \Gamma(a)/(1 - a)_k. \]

Now by substituting (13) in Parseval's identity we get
\[
2\pi \int_{-\infty}^{\infty} \frac{e^{(q+a)x}}{(1 + e^{2\pi i(p+q+a+b)})} M_n^{(r,u)}(e^{\pi i}) M_m^{(c,d)}(e^{\pi i}) \, dx = 2\pi \int_0^\infty \frac{\mu_{q+a-1}(t)}{(1 + t)^{p+q+a+b}} M_n^{(r,u)}(t) M_m^{(c,d)}(t) \, dt = (-1)^{n+m} \Gamma(u + n + 1) \Gamma(d + m + 1) \Gamma(u + 1) \Gamma(p + q) \Gamma(d + 1) \Gamma(a + b) \times \int_{-\infty}^{\infty} \Gamma(q - is) \Gamma(p + is) \Gamma(a - is) \Gamma(b + is) \, 3F_2 \left( \begin{array}{c} -n, n + 1 - r, q - is \\ u + 1, -p + 1 - is \end{array} | 1 \right) \times 3F_2 \left( \begin{array}{c} -m, m + 1 - c, a - is \\ d + 1, -b + 1 - is \end{array} | 1 \right) ds.
\]

On the other hand, if in the left-hand side of (16) we take
\[ u = d = q + a - 1 \quad \text{and} \quad r = c = p + b + 1, \]
then according to the orthogonality relation (7), Equation (16) reads as
\[
\frac{(2\pi)^n! (p + b - n)! (q + a - 1)!}{(p + b - 2n)! (p + q + a + b - n - 1)!} \frac{\Gamma^2(q + a) \Gamma(p + q) \Gamma(a + b)}{(-1)^{n+m} \Gamma(q + a + n) \Gamma(q + a + m)} \delta_{n,m} \Gamma(q - is) \Gamma(p + is) \Gamma(a - is) \Gamma(b + is) \, 3F_2 \left( \begin{array}{c} -n, n - p - b, q - is \\ q + a, -p + 1 - is \end{array} | 1 \right) \times 3F_2 \left( \begin{array}{c} -m, m - p - b, a - is \\ q + a, -b + 1 - is \end{array} | 1 \right) ds.
\]

This gives

**Theorem 1.** The special function
\[ A_n(x; a, b, c, d) = \frac{\Gamma(a + d + n)}{\Gamma(a + d)} \, 3F_2 \left( \begin{array}{c} -n, n - b - c, d - x \\ a + d, -c + 1 - x \end{array} | 1 \right) \]
has a finite orthogonality relation of the form
\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} \Gamma(a + ix) \Gamma(b - ix) \Gamma(c + ix) \Gamma(d - ix) A_n(ix; a, b, c, d) A_m(-ix; d, c, b, a) \, dx = \frac{n! \Gamma(a + d + n) \Gamma(b + c + 1 - n) \Gamma(c + d) \Gamma(a + b)}{(b + c - 2n) \Gamma(a + b + c + d - n)} \delta_{n,m},
\]
where \( a + d > -n, b + c > 2n, a + b > 0 \) and \( c + d > 0 \).

**Remark 1.** (i) The case \( n = m = 0 \) of the above theorem is Barnes' first lemma from 1908; see, e.g., Bailey [Bail] or Whittaker and Watson [WW] for the original proof by Barnes.
(ii) The weight function of the orthogonality relation (20) is positive for \( a = d, \, b = c \) or \( a = b, \, c = d \).

(iii) Note that Atakishiyev and Suslov \[AS\] and also Askey in \[Askey1\] have shown that the polynomials \( _3F_2 \left( -n, \, n + a + b + c + d - 1, \, a + i x \middle| \begin{array}{c} a + b, \, a + d \\ 1 \end{array} \right) \) (known nowadays as Hahn polynomials) are orthogonal with respect to the weight function of the orthogonality relation (20) on \((−∞, ∞)\) (see also \[Askey2\]), while we have proved that a rational sequence of orthogonal functions such as (19) has this property.

The mentioned approach can similarly be applied to the finite orthogonal polynomials \( N_n^{(p)}(x) \) defined in (3). In this case, we define the specific functions

\[
\begin{align*}
\tag{21}
\mu(x) &= \exp(-px - \frac{1}{2}e^{-x})N_n^{(q)}(e^x) \\
\nu(x) &= \exp(-rx - \frac{1}{2}e^{-x})N_m^{(u)}(e^x).
\end{align*}
\]

If we then take the Fourier transform for \( u(x) \), we get

\[
\mathcal{F}(u(x)) = \int_{-\infty}^{\infty} e^{-ix} e^{-(px+\frac{1}{2}e^{-x})} N_n^{(q)}(e^x) dx = \int_{0}^{\infty} t^{-is-1-p} e^{-\frac{i}{2}t} N_n^{(q)}(t) dt
\]

\[
= (-1)^n n!(q-n-1)! \sum_{k=0}^{n} \frac{(-1)^k}{(q-n-1-k)!n!} \left( \int_{0}^{\infty} t^{-is-1-p+k} e^{-\frac{i}{2}t} dt \right)
\]

\[
= (-1)^n 2^{p+is} \Gamma(p+is) \sum_{k=0}^{n} \frac{(-n)_k(n+1)k(2-1)_k}{(1-p-is)_k} \frac{1}{k!}
\]

\[
= (-1)^n 2^{p+is} \Gamma(p+is) \left( \begin{array}{c} -n, n+1 - q \mid 1/2 \\ 1 - p - is \end{array} \right).
\]

In this computation the following definite integral was used:

\[
\int_{0}^{\infty} t^{-is-1-p+k} e^{-\frac{i}{2}t} dt = 2^{p+is} \Gamma(p+is-k).
\]

Now, according to definition (21) we use Parseval’s identity again and get

\[
2\pi \int_{-\infty}^{\infty} e^{-(p+r)x} e^{-c-x} N_n^{(q)}(e^x) N_m^{(u)}(e^x) dx
\]

\[
= 2\pi \int_{0}^{\infty} t^{-(p+r+1)} e^{-\frac{i}{2}t} N_n^{(q)}(t) N_m^{(u)}(t) dt
\]

\[
= (-1)^{n+m} 2^{p+r} \Gamma(p+is) \Gamma(r+is)
\]

\[
\times 2F_1 \left( \begin{array}{c} -n, n+1 - q \mid 1/2 \\ 1 - p - is \end{array} \right) 2F_1 \left( \begin{array}{c} -m, m+1 - u \mid 1/2 \\ 1 - r - is \end{array} \right) ds.
\]

Then by assuming

\[
q = u = p + r + 1
\]

and noting the orthogonality relation (21) we get the following theorem.

**Theorem 2.** The special function

\[
\tag{26}
B_n(x; a, b) = 2F_1 \left( \begin{array}{c} -n, n - a - b \mid 1/2 \\ -a + 1 - x \end{array} \right)
\]
has a finite orthogonality relation as follows:

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} \Gamma(a + ix)\Gamma(b - ix)B_n(ix; a, b)B_m(-ix; b, a)dx = \frac{n\Gamma(a + b + 1 - n)}{(a + b - 2n)^{2a+b}}\delta_{n,m}
\]

if \(a + b > 2n\).

Remark 2. (i) If we put \(n = m = 0\) in (27), then we obtain

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} \Gamma(a + ix)\Gamma(b - ix)dx = \frac{\Gamma(a + b)}{2a+b}.
\]

(ii) The weight function of (27) is positive if \(a = b\).

3. Evaluating a complicated integral and a conjecture

By applying the Ramanujan integral [Rama]$_{\infty}$

\[
\int_{-\infty}^{\infty} \frac{dx}{\Gamma(a + x)\Gamma(b + x)\Gamma(c - x)\Gamma(d - x)} = \frac{\Gamma(a + b + c + d - 3)}{\Gamma(a + c - 1)\Gamma(a + d - 1)\Gamma(b + c - 1)\Gamma(b + d - 1)}
\]

one can obtain the explicit value of the following definite integral:

\[
I_n(m) = \int_{-\infty}^{\infty} 3F_2 \left[ \begin{array}{c} -n, \ n-b-c, \ a-x \\ a+d, \ -c+1-x \end{array} \right] \frac{(d-x)_m}{(1-b-x)_m} \times \frac{\Gamma(1-a+x)\Gamma(1-d+x)\Gamma(1-c-x)\Gamma(1-b-x)}{(1-a-x)\Gamma(1-d+x)\Gamma(1-c-x)\Gamma(1-b-x)}
\]

We write

\[
I_n(m) = \sum_{k=0}^{n} \frac{(-n)_k(n-b-c)_k}{(a+d)_k k!} \times \int_{-\infty}^{\infty} \frac{(a-x)_k(d-x)_m}{(1-c-x)(1-b-x)_m} \frac{dx}{\Gamma(1-a-x)\Gamma(1-d-x)\Gamma(1-c-x)\Gamma(1-b-x)}.
\]

and since

\[
\frac{(a-x)_k}{\Gamma(1-a-x)} = \frac{(-1)^k}{\Gamma(1-a-x-k)} \text{ and } \frac{(d-x)_m}{\Gamma(1-d+x)} = \frac{(-1)^m}{\Gamma(1-d+x-m)},
\]

according to Ramanujan’s integral defined in (29) \(I_n(m)\) can be simplified towards

\[
I_n(m) = \sum_{k=0}^{n} \frac{(-n)_k(n-b-c)_k}{(a+d)_k k!} (-1)^{k+m} \times \int_{-\infty}^{\infty} \frac{\Gamma(1-a-x-k)\Gamma(1-d+x-m)\Gamma(1-c-x+k)\Gamma(1-b-x+m)}{(1-a-b-c-d)k!\Gamma(1-a-c)\Gamma(1-b-d)\Gamma(1-a-b+m-k)\Gamma(1-c-d-m+k)}
\]

\[
= \frac{(-1)^m\Gamma(1-a-b-c-d)\Gamma(1-a-b+m)\Gamma(1-c-d-m)}{\Gamma(1-a-c)\Gamma(1-b-d)\Gamma(1-a-b+m)\Gamma(1-c-d-m)}
\]
On the other hand, the Gosper-Saalschütz identity [AAR], p. 116, implies that if $e = a + b + c + 1 - d$, then

$$3F_2\left(\begin{array}{c} a, \ b, \ c \\ d, \ e \end{array} \mid 1\right) = \frac{\pi^2}{\Gamma(d) \Gamma(e) \Gamma(c) \Gamma(d-a) \Gamma(d-b) \Gamma(d-c) \Gamma(e-a) \Gamma(e-b) \Gamma(e-c)} \Gamma\left(1 - \frac{a+b+c+1-2d}{2}\right)\cos\left(e\pi\right)\cos\left(d\pi\right)\cos\left(c\pi\right)\Gamma\left(1 - \frac{a+b+c-2d}{2}\right)\cos\left(b\pi\right)\cos\left(a\pi\right)\cos\left(c\pi\right)$$

Therefore the final value of the definite integral $I_n(m)$ is given as

$$I_n(m) = \frac{\pi^2\Gamma(a + d)}{\Gamma(a + b + c + d - n) \Gamma(a + b + c + d - m) \Gamma(1 - a - x) \Gamma(1 - b - x) \Gamma(1 - c - x) \Gamma(1 - b - x) \Gamma(1 - x) \Gamma(1 - a - x) \Gamma(1 - b - x) \Gamma(1 - c - x) \Gamma(1 - a - x) \Gamma(1 - b - x) \Gamma(1 - c - x)} \times \frac{\Gamma(a + b + c + d - n)\Gamma(a + b + c + d - m)\Gamma(1 - a - x)\Gamma(1 - b - x)\Gamma(1 - c - x)\Gamma(1 - b - x)\Gamma(1 - x)\Gamma(1 - a - x)\Gamma(1 - b - x)\Gamma(1 - c - x)}{\Gamma(a + b + c + d - n)\Gamma(a + b + c + d - m)\Gamma(1 - a - x)\Gamma(1 - b - x)\Gamma(1 - c - x)\Gamma(1 - b - x)\Gamma(1 - x)\Gamma(1 - a - x)\Gamma(1 - b - x)\Gamma(1 - c - x)}.$$

**Conjecture.** We evaluated the complicated integral (30) to claim that the function $A_n(x; a, b, c, d)$ defined in Theorem 1 can essentially be orthogonal with respect to the Ramanujan integral. In other words, we conjecture that

$$\int_{-\infty}^{\infty} 3F_2\left(\begin{array}{c} -n, \ b + c, \ d - x \\ a + d, \ -b + 1 - x \end{array} \mid 1\right) 3F_2\left(\begin{array}{c} -m, \ b + c, \ a - x \\ a + d, \ -b + 1 - x \end{array} \mid 1\right) dx = K_n \delta_{n.m}.$$

Again, like Remark III(iii), the orthogonality relation of the above rational functions would complement Theorem 2.1 of the paper [Askey2], which states that the polynomials

$$q_n(x) = \frac{(a + \gamma)_n(a + \delta)}{n!} 3F_2\left(\begin{array}{c} -n, \ b + c, \ d - x \\ a + \gamma, \ -b + 1 - x \end{array} \mid 1\right)$$

satisfy the orthogonality relation

$$\int_{-\infty}^{\infty} q_n(x)q_m(x) dx \times \frac{\Gamma(2 - a - \beta - \gamma - \delta - n)\Gamma(1 - a - \gamma - n)\Gamma(1 - a - \delta - n)\Gamma(1 - \beta - \gamma - n)\Gamma(1 - \beta - \delta - n)}{(1 - a - \beta - \gamma - \delta - 2n)\Gamma(1 - a - \gamma - n)\Gamma(1 - a - \delta - n)\Gamma(1 - \beta - \gamma - n)\Gamma(1 - \beta - \delta - n)\delta_{n,m}}.$$
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