A NOTE ON BILINEAR ESTIMATES AND REGULARITY OF FLOW MAPS FOR NONLINEAR DISPERSIVE EQUATIONS
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(Communicated by Hart F. Smith)

Abstract. Explicit counterexamples to bilinear estimates related to the Benjamin-Ono equation in the periodic setting are calculated for functions of zero mean value. As a consequence, certain bilinear estimates fail to hold in spite of the analyticity of the flow map. The latter has been shown recently by L. Molinet.

1. Introduction and main result

A common approach to local well-posedness problems for nonlinear dispersive partial differential equations is based on the contraction mapping principle applied to a corresponding integral operator. The key to such arguments are nonlinear estimates which establish the contraction property. This method necessarily leads to analytic dependence of the solution on the initial data, provided that the nonlinearity is analytic. The works of J. Bourgain [1] and C. E. Kenig, G. Ponce and L. Vega [5, 6] are prominent examples for a successful implementation of this general strategy in connection with the Korteweg-de Vries equation. However, it turned out that there are well-posed problems with a continuous flow map, such as the Benjamin-Ono equation with initial data in the Sobolev spaces $H^s(\mathbb{R})$; see e.g. [11, 4], where multilinear estimates fail to hold true, and see [8]. The counterexamples from [8] are closely connected with nonsmoothness of the flow map; cf. [7].

In this note we show that the failure of multilinear estimates does not in general imply regularity restrictions on the flow map. We consider the Cauchy problem for the Benjamin-Ono equation

\begin{equation}
\begin{aligned}
\partial_t u - \mathcal{H}\partial_x^2 u &= \partial_x (u^2) \quad \text{in } (0,T) \times \mathbb{T}, \\
u(0) &= u_0 \in \dot{H}^s(\mathbb{T}),
\end{aligned}
\end{equation}

where $\mathbb{T} = \mathbb{R}/2\pi\mathbb{Z}$ and $\dot{H}^s(\mathbb{T}) := \{ u : \mathbb{T} \to \mathbb{R} | u \in H^s(\mathbb{T}), \int_0^{2\pi} u dx = 0 \}$. Here, $\mathcal{H}$ denotes the Hilbert transform, defined by $\mathcal{H}u(k) = -i \text{sign}(k)\hat{u}(k)$. We restrict
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ourselves to initial data with zero mean and remark that the mean value is a conserved quantity for solutions of \((1.1)\).

In his recent works \([9, 10]\), L. Molinet gradually proved global well-posedness of the Benjamin-Ono equation in \(H^{1/2}(\mathbb{T})\) and in \(L^2(\mathbb{T})\). These results include Lipschitz continuity and moreover the real analyticity of the flow map \(u_0 \mapsto u\) on balls containing initial data with vanishing mean value. His approach is based on a gauge transformation, cf. \([11]\), and subsequent multilinear estimates for the transformed problem. For the precise statements we refer the reader to \([9, 10]\). Here, we will complement these results with a counterexample which reveals the importance of using the gauge transformation: In spite of the underlying real analyticity of the flow map it is impossible to prove reasonable (in the sense of Theorem 1.1) bilinear estimates directly.

We know that the flow map is not uniformly continuous on balls \(B_R(0) \subset H^s(\mathbb{T})\) for any \(s > 0\), \(R > 0\) for initial data with arbitrary mean value; see \([9]\). This property is caused by the mean value \(\mu\) of a solution, which leads to a linear transport term \(\mu \partial_t u\) in the equation. In the nonperiodic case a corresponding phenomenon was shown in \([4]\) (cf. \([8]\) where it is shown that the flow map is not \(C^2_{loc}\), which is based on the interaction of two linear waves, one with frequencies near \(N\) and one with frequencies near \(1/N\), for \(N \to \infty\). This counterexample constitutes a severe obstruction for iterative methods to work. In fact, locally uniform continuity in the periodic setting even fails for equations with stronger dispersion such as the Korteweg-de Vries equation. However, for real-valued periodic functions the well-known transformation

\[
\begin{align*}
\hat{u}(t,x) &\mapsto u(t,x - t)\frac{1}{2\pi} \int_0^{2\pi} u(0,y)dy - \frac{1}{2\pi} \int_0^{2\pi} u(0,y)dy
\end{align*}
\]

maps solutions upon solutions and reduces the problem to zero mean value functions. This transformation was used in \([10]\) to treat the Korteweg-de Vries equation by iterative methods.

Now we state the main result of this note. Let \(\dot{C}^\infty(\mathbb{T})\) be the linear space of all smooth functions \(f : \mathbb{R} \to \mathbb{R}\) such that \(f(t,x) = f(t,x + 2\pi)\) and \(\int_0^{2\pi} f(x)dx = 0\). Similarly, let \(\dot{C}^\infty([0,T] \times \mathbb{T})\) be the linear space of smooth functions \(f : [0,T] \times \mathbb{R} \to \mathbb{R}\) such that \(f(t,\cdot) \in \dot{C}^\infty(\mathbb{T})\).

**Theorem 1.1.** Let \(s \in \mathbb{R}, T > 0\). There does not exist a normed space \(X^T\) with \(\dot{C}^\infty([0,T] \times \mathbb{T}) \subset X^T\) and \(X^T \hookrightarrow C([0,T],H^s(\mathbb{T}))\) and a constant \(c > 0\), such that the estimates

\[
\begin{align*}
\forall u_0 &\in \dot{C}^\infty(\mathbb{T}) : \quad \|e^{\mathcal{H} t} u_0\|_{X^T} \leq c\|u_0\|_{H^s(\mathbb{T})}, \\
\forall u &\in \dot{C}^\infty([0,T] \times \mathbb{T}) : \quad \left\| \int_0^t e^{\mathcal{H}(t-t')} \partial_x(u(t'))^2 dt' \right\|_{X^T} \leq c\|u\|^2_{X^T}
\end{align*}
\]

are valid.

This result is (in the spirit of \([8]\), Theorem 1) a statement about the failure of techniques and not a statement about the regularity of the flow (such as \([8]\), Theorem 2). It is antithetic to the case of the real line in the sense that bilinear estimates hold true in certain spaces of nonperiodic functions fulfilling an additional low frequency condition \([3, 4]\) (cf. \([2]\) concerning the dispersion generalized case).
Remark 1.2. We remark without proof that Theorem 1.1 extends to the dispersion generalized equations

\[ \partial_t u + |D|^{\alpha} \partial_x u = \partial_x (u^2) \quad \text{in} \ (0, T) \times \mathbb{T}, \]

\[ u(0) = u_0 \in \dot{H}^s(\mathbb{T}) \]

for \( 1 \leq \alpha < 2 \) with a similar proof by using the Taylor expansion of the phase function \( \phi(\xi) = |\xi|^\alpha \).

2. COUNTEREXAMPLES AND THE PROOF OF THEOREM 1.1

We construct real-valued initial data with zero mean, such that a four-linear low-low-low-high interaction of linear waves provides a suitable estimate for the Duhamel term in \( H^s(\mathbb{T}) \) from below. Let

\[ B(u, v)(t) = \int_0^t e^{\mathcal{H}^2(t-t')} \partial_x (u(t') v(t')) \, dt' \]

and for initial data \( \psi_N \) define

\[ I_1 = I_1(\psi_N) = e^{\mathcal{H}^2} \psi_N, \quad I_2 = I_2(\psi_N) = B(I_1(\psi_N), I_1(\psi_N)), \]

\[ I_{2, 2} = I_{2, 2}(\psi_N) = B(I_2(\psi_N), I_2(\psi_N)). \]

Lemma 2.1. For \( s \in \mathbb{R}, N \in \mathbb{N} \) we define

\[ \psi_N(x) := \sqrt{\frac{2}{\pi}} (N^{-s} \cos(Nx) - \cos(2x) + \cos(x)). \]

Then, for all \( t > 0 \) we have

\[ \|I_{2, 2}(\psi_N)(t)\|_{H^s(\mathbb{T})} \geq N \sin^2(t) - 12. \]  

Proof of Lemma 2.1. Without loss of generality we assume \( N \geq 12 \). The Fourier transform of \( \psi_N \) is

\[ \hat{\psi}_N(k) = \begin{cases} 1, & |k| = 1, \\ -1, & |k| = 2, \\ N^{-s}, & |k| = N. \end{cases} \]

Since \( e^{-\mathcal{H}^2 t} \) is an isometry,

\[ \|I_{2, 2}(t)\|_{H^s(\mathbb{T})} = \|e^{-\mathcal{H}^2 t} I_{2, 2}(t)\|_{H^s(\mathbb{T})} \geq N^s |e^{\mathcal{H}^2 t} \hat{I}_{2, 2}(t)(N)|, \]

and we take into account all interactions which contribute to the frequency \( N \). Since \( \hat{I}_2(t)(0) = 0 \) we have to calculate \( \hat{I}_2(t)(k) \) for \( |k| = 1, |k| = 2, |k - N| = 1, |k - N| = 2 \):

\[ \hat{I}_2(t)(\pm 1) = \pm i 2 \int_0^t e^{\pm i(t-t')}(e^{\pm 4it'})e^{\mp it'} \, dt' \]

\[ = \mp i 2 e^{\pm it} \int_0^t e^{\pm 2it'} \, dt' \]

\[ = -e^{\pm it}(e^{\pm 2it} - 1), \]
and
\[
\tilde{I}_2(t)(\pm 2) = \pm 2i \int_0^t e^{\pm 4i(t-t')} e^{\pm it'} dt'
\]
\[
= \pm 2i e^{\pm 4it} \int_0^t e^{\mp 2it'} dt'
\]
\[
= -e^{\pm 4it} (e^{\mp 2it} - 1).
\]

Similarly we get
\[
\tilde{I}_2(t)(N + 1) = 2i(N + 1) \int_0^t e^{i(t-t')(N+1)^2} N^{-s} e^{it'N^2} e^{it'} dt'
\]
\[
= 2i(N + 1) N^{-s} e^{it(N+1)^2} \int_0^t e^{it'(N^2+1-(N+1)^2)} dt'
\]
\[
= -\left(\frac{N+1}{N}\right) N^{-s} e^{it(N+1)^2} (e^{-2Nit} - 1),
\]
and
\[
\tilde{I}_2(t)(N + 2) = 2i(N + 2) \int_0^t e^{i(t-t')(N+2)^2} N^{-s} e^{it'N^2} (-1)e^{4it'} dt'
\]
\[
= \left(\frac{N+2}{2N}\right) N^{-s} e^{it(N+2)^2} (e^{-4Nit} - 1),
\]
as well as
\[
\tilde{I}_2(t)(N - 1) = 2i(N - 1) \int_0^t e^{i(t-t')(N-1)^2} N^{-s} e^{it'N^2} e^{-it'} dt'
\]
\[
= 2i(N - 1) N^{-s} e^{it(N-1)^2} \int_0^t e^{it'(N^2-1-(N-1)^2)} dt'
\]
\[
= N^{-s} e^{it(N-1)^2} (e^{(2N-2)it} - 1),
\]
and
\[
\tilde{I}_2(t)(N - 2) = 2i(N - 2) \int_0^t e^{i(t-t')(N-2)^2} N^{-s} e^{it'N^2} (-1)e^{-4it'} dt'
\]
\[
= -\frac{1}{2} N^{-s} e^{it(N-2)^2} (e^{(4N-8)it} - 1).
\]

Next, we calculate the contribution to \(N^s e^{\mathcal{H}dt'\mathcal{H}_2} I_2(t)(N)\) from \(\tilde{I}_2(t')(N-1)\) and \(\tilde{I}_2(t')(1)\), where we use the relation \(-N^2 + 1 + (N - 1)^2 + 2N - 2 = 0\). We have
\[
J_1 := 2 \int_0^t e^{-it'N^2} iN(-1)e^{it'}(e^{2it'} - 1)e^{it'(N-1)^2} (e^{(2N-2)it'} - 1)dt'
\]
\[
= -2iN \left( \int_0^t (e^{2it'} - 1)dt' - \int_0^t e^{it'(2-2N)}(e^{2it'} - 1)dt' \right)
\]
\[
= -2iN \left( \frac{e^{2itt} - 1}{2t} - t \right) + R_1,
\]
with the bounded remainder term
\[
R_1 := -N \left( \frac{e^{it(4-2N)} - 1}{N - 2} - \frac{e^{it(2-2N)} - 1}{N - 1} \right),
\]
which satisfies \(|R_1| \leq 5\). Similarly, because of \(-N^2 - 1 + (N + 1)^2 - 2N = 0\) the contribution to \(N^s e^{R(t^2)\hat{I}_{2,1}}(t)(N)\) coming from \(\hat{I}_{2,1}(t)(N)\) and \(\hat{I}_{2,1}(t)(-1)\) is

\[
J_2 := 2i(N + 1) \int_0^t e^{-it'N^2} e^{-it'} (e^{-2it'} - 1) e^{it'(N + 1)^2} (e^{-2Nit'} - 1) dt'
\]

\[
= 2i(N + 1) \left( \int_0^t (e^{-2it'} - 1) dt' - \int_0^t e^{2Nit'} (e^{-2it'} - 1) dt' \right)
\]

\[
= 2i(N + 1) \left( \frac{e^{-2it} - 1}{-2i} - t \right) + R_2,
\]

with the bounded remainder term

\[
R_2 := -i(N + 1) \left( \frac{e^{(2N-2)it} - 1}{N-1} - \frac{e^{2Nit} - 1}{N} \right),
\]

which satisfies \(|R_2| \leq 5\). Due to \(-N^2 + 4 + (N - 2)^2 + 4N - 8 = 0\) the contribution to \(N^s e^{R(t^2)\hat{I}_{2,2}}(t)(N)\) coming from \(\hat{I}_{2,2}(t)(N - 2)\) and \(\hat{I}_{2,2}(t)(2)\) amounts to

\[
J_3 := iN \int_0^t e^{-it'N^2} e^{4it'} (e^{-2it'} - 1) e^{it'(N - 2)^2} (e^{(4N-8)it'} - 1) dt'
\]

\[
= iN \left( \int_0^t (e^{-2it'} - 1) dt' - \int_0^t e^{(-4N+8)it'} (e^{-2it'} - 1) dt' \right)
\]

\[
= iN \left( \frac{e^{-2it} - 1}{-2i} - t \right) + R_3,
\]

with the bounded remainder term

\[
R_3 := N \left( \frac{e^{(-4N+6)it} - 1}{4N-6} - \frac{e^{(-4N+8)it} - 1}{4N-8} \right)
\]

which fulfills \(|R_3| \leq 1\).

The last contribution to \(N^s e^{R(t^2)\hat{I}_{2,1}}(t)(N)\) comes from \(\hat{I}_{2,1}(t)(N + 2)\) and \(\hat{I}_{2,1}(t)(-2)\). As above, using \(-N^2 - 4 + (N + 2)^2 - 4N = 0\), we calculate

\[
J_4 := -i(N + 2) \int_0^t e^{-it'N^2} e^{4it'} (e^{2it'} - 1) e^{it'(N + 2)^2} (e^{-4Nit'} - 1) dt'
\]

\[
= -i(N + 2) \left( \int_0^t (e^{2it'} - 1) dt' - \int_0^t e^{4Nit'} (e^{2it'} - 1) dt' \right)
\]

\[
= -i(N + 2) \left( \frac{e^{2it} - 1}{2i} - t \right) + R_4,
\]

with the bounded remainder term

\[
R_4 := (N + 2) \left( \frac{e^{(4N+2)it} - 1}{4N+2} - \frac{e^{4Nit} - 1}{4N} \right),
\]

which satisfies \(|R_4| \leq 1\).

Summing up all contributions to \(N^s e^{R(t^2)\hat{I}_{2,2}}(t)(N)\) we arrive at

\[
||I_{2,2}(t)||_{H^s(T)} \geq |J_1 + J_2 + J_3 + J_4|
\]

according to (2.2). With the complex number

\[
z(t) := -i \left( \frac{e^{2it} - 1}{2i} - t \right)
\]
we have
\[ |J_1 + J_2 + J_3 + J_4| \geq (6N + 4) |\text{Re} z(t)| - 12. \]
Finally, we observe that \( \text{Re} z(t) = \sin^2(t) \).

\[ \square \]

**Proof of Theorem 1.1** Let \( s \in \mathbb{R}, T > 0 \). Assume that there exists a constant \( c > 0 \) and a normed space \( X_T \), which is continuously embedded in \( C([0, T], H^s(\mathbb{T})) \) with the properties (1.2), (1.3), and define \( u_N = I_2(\psi_N) \). Then, using the estimate (1.3) twice, followed by one application of (1.2), we have
\[
\left\| \int_0^t e^{\mathcal{H}_x^2(t-t')} \partial_x (u_N^2(t')) \, dt' \right\|_{X_T} \leq c \| u_N \|_{X_T}^2 \leq c^3 \| e^{\mathcal{H}_x^2} \psi_N \|_{X_T}^2 \leq c^7 \| \psi_N \|_{H^s(\mathbb{T})} \leq c^7.
\]

On the other hand, because of the continuous embedding, there exists \( d > 0 \) such that the left-hand side is bounded from below by
\[
d \left\| \int_0^t e^{\mathcal{H}_x^2(t-t')} \partial_x (u_N^2(t')) \, dt' \right\|_{H^s(\mathbb{T})} = d \| I_{2,1}(t) \|_{H^s(\mathbb{T})} \geq dN \sin^2(t) - 12d
\]
for any \( N \in \mathbb{N}, t \in [0, T] \), which is a contradiction. \[ \square \]
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