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Abstract. In this paper we study the general concept of reduced solution for a Douglas type equation and we parametrize these solutions using generalized inverses. On the other hand, we characterize different sorts of generalized inverses by means of solutions of Douglas type equations.

1. Introduction

This paper is devoted to making explicit the relationship between the notions of Douglas solutions of operator equations like $AX = B$ and that of generalized inverses of bounded linear operators with closed range. These equations arise in many problems of engineering, physics, and statistics. The following well-known theorem, due to R. G. Douglas \[4\] (see also \[5\]), provides equivalent conditions for the existence of solutions.

**Theorem 1.1.** Let $\mathcal{H}, \mathcal{K}, \mathcal{G}$ be Hilbert spaces, $A \in L(\mathcal{H}, \mathcal{K})$ and $B \in L(\mathcal{G}, \mathcal{K})$. The following conditions are equivalent:

1. $R(B) \subseteq R(A)$.
2. There is a positive number $\lambda$ such that $BB^* \leq \lambda AA^*$.
3. There exists $C \in L(\mathcal{G}, \mathcal{H})$ such that $AC = B$.

If one of these conditions holds, then there is a unique operator $D \in L(\mathcal{G}, \mathcal{H})$ such that $AD = B$ and $R(D) \subseteq R(A^*)$. Moreover, $\|D\|^2 = \inf \{\lambda > 0 : BB^* \leq \lambda AA^*\}$. We shall call $D$ the Douglas solution of $AX = B$.

We are interested in methods for finding the solutions $C$ and $D$. For this, the concept of a generalized inverse of an operator is very helpful. An operator $A' \in L(\mathcal{K}, \mathcal{H})$ is said to be a generalized inverse of an operator $A \in L(\mathcal{H}, \mathcal{K})$ if

$$AA' = A.$$

$A \in L(\mathcal{H}, \mathcal{K})$ has a generalized inverse if and only if $R(A)$ is closed. In fact, if $A'$ is a generalized inverse of $A$, then $AA'AA' = AA'$, i.e., $AA'$ is a projection onto the closed subspace $R(AA')$. Furthermore, $R(A) = R(AA'A) \subseteq R(AA') \subseteq R(A)$, so $R(A) = R(AA')$, and therefore it is closed. Conversely, if $R(A)$ is closed, then $P_{R(A)}$ is a bounded linear operator and, by the Douglas theorem, the equation

$$AA' = A,$$

is satisfied for $A' = P_{R(A)}$. Therefore, $A$ has a generalized inverse $A'$ if and only if $R(A)$ is closed.
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AX = P_{R(A)} has a solution; i.e., there exists \( A' \in L(K, \mathcal{H}) \) such that \( AA' = P_{R(A)} \). Then \( AA' = A \) and so \( A \) has a generalized inverse.

As a consequence, if \( R(B) \subseteq R(A) \) and \( R(A) \) is closed, then \( \{ A'B : AA'A = A \} \) is a set of solutions of the equation \( AX = B \). In fact, \( A(A'B) = QB = B \), because \( Q = AA' \) is a projection onto \( R(A) \).

If \( A \in L(H, K) \) has closed range, then it has a unique generalized inverse \( A' \) in \( L(K, H) \) which also verifies:

1. \( A'AA' = A' \),
2. \( (AA')^* = AA' \),
3. \( (A'A)^* = A'A \).

This distinguished generalized inverse is called the Moore-Penrose (generalized) inverse of \( A \) and is denoted by \( A^\dagger \). This result is due to E. H. Moore [9] and R. Penrose [11], [12]. For excellent expositions of these matters the reader is referred to the books [10] and [1] among many other sources. If \( R(B) \subseteq R(A) \) and \( R(A) \) is closed, then \( A^\dagger B \) is the Douglas solution of \( AX = B \). This assertion is the starting point of this paper. We denote \( A[i], A[i, j], A[i, j, k], A[i, j, k, l] \) as the sets of operators \( X \) in \( L(K, H) \) that satisfy equations \( \{ i \}, \{ i, j \}, \{ i, j, k \} \) and \( \{ i, j, k, l \} \), respectively, for \( i, j, k, l = 1, 2, 3, 4 \). Then, by the result of Moore and Penrose, \( A[1, 2, 3, 4] = \{ A^\dagger \} \). As a byproduct of our approach we show a very short proof of the existence and uniqueness of the Moore-Penrose inverse of a matrix \( A \).

In section 2 we introduce the notion of reduced solution which is a generalization of the concept of Douglas solution. We characterize the set of these solutions and we give a parametrization of this set using Douglas solutions.

In section 3 we establish the relationship between the sets \( A[1], A[1, i], A[1, i, j] \) and \( A[1, i, j, k] \) and different Douglas type equations.

Finally, we collect in section 4 some results on the continuity of the mapping \((A, B) \to \) Douglas solution of \( AX = B \).

We conclude this introduction by fixing notation and terminology. Throughout the paper \( H, K, \mathcal{G} \) denote complex Hilbert spaces, \( L(H, K) \) the space of bounded linear operators from \( H \) to \( K \), and \( C(R(H, K)) \) the subset of \( L(H, K) \) of all operators with closed range. The range of an operator \( A \) is denoted by \( R(A) \) and its nullspace by \( N(A) \). We denote by \( Q \) the set of projections of \( L(H) \), i.e., \( Q = \{ Q \in L(H) : Q^2 = Q \} \). Fixed a closed subspace \( S \) of \( H \), \( Q_S \) denotes the set of projections with range \( S \) and \( P_S \) denotes the orthogonal projection of \( H \) onto \( S \). The direct sum between two closed subspaces \( S, T \) is denoted \( S + T \). Observe that the existence of a decomposition \( H = S + T \) is equivalent to the existence of a unique \( Q \in Q_S \) such that \( N(Q) = T \), where \( Q \) is usually denoted by \( Q_{S//T} \).

The next propositions will be used in this paper. See [7] and [3], respectively, for the proofs.

**Proposition 1.2.** If \( S \) and \( T \) are closed subspaces of \( H \) and \( S + T \) is closed, then
\[
(S \cap T)^\perp = S^\perp + T^\perp.
\]
In particular, \( S^\perp + T^\perp \) is closed. Consequently, \( S + T \) is closed if and only if \( S^\perp + T^\perp \) is closed.

**Proposition 1.3.** Let \( S \) and \( T \) be two closed subspaces of \( H \). Then, \( H = S + T \) if and only if \( H = S^\perp + T^\perp \).
Proposition 1.4. Let $A \in L(\mathcal{H}, \mathcal{K})$ and $B \in L(\mathcal{G}, \mathcal{K})$ with closed ranges. Then $AB$ has closed range if and only if $N(A) + R(B)$ is closed.

2. Reduced solutions

The first part of the following theorem is a generalization of the Douglas theorem. We include the proof, which is similar to Douglas, original proof, for the reader’s convenience. The second part provides a characterization of the generalized reduced solutions in terms of generalized inverses.

Theorem 2.1. Let $A \in L(\mathcal{H}, \mathcal{K})$ and $B \in L(\mathcal{G}, \mathcal{K})$ be such that $R(B) \subseteq R(A)$ and let $\mathcal{M}$ be a closed subspace of $\mathcal{H}$ such that $N(A) + \mathcal{M} = \mathcal{H}$. Then there exists a unique solution $X_M$ of the equation $AX = B$ such that $R(X_M) \subseteq \mathcal{M}$. The operator $X_M$ will be called the reduced solution of the equation $AX = B$ for the subspace $\mathcal{M}$. Moreover, if $A \in CR(\mathcal{H}, \mathcal{K})$ and $Y \in L(\mathcal{G}, \mathcal{H})$, then $Y$ is the reduced solution of $AX = B$ for $\mathcal{M}$ if and only if $Y = A'B$ for some $A' \in A(1, 2]$.

Proof. Since $R(B) \subseteq R(A)$, for each $x \in \mathcal{G}$ there exists $x_M \in \mathcal{M}$ such that $Bx = AX_M$. This $X_M$ is unique: in fact, if there exists $\tilde{x}_M \in \mathcal{M}$ such that $Bx = A\tilde{x}_M$, then $A(x_M - \tilde{x}_M) = 0$. Thus, $x_M - \tilde{x}_M \in N(A) \cap \mathcal{M} = \{0\}$. Consequently, $x_M = \tilde{x}_M$, as claimed. Therefore, the map $X_M : \mathcal{G} \to \mathcal{H}$ such that $X_Mx = x_M$ is well defined and is linear. Moreover, $X_M \in L(\mathcal{G}, \mathcal{H})$ because its graph, denoted by $\Gamma_{X_M}$, is closed. In fact, let $(x_n, x_{M_n}) \in \Gamma_{X_M}$ such that $x_n \xrightarrow{n \to \infty} x$ and $x_{M_n} \xrightarrow{n \to \infty} x_M$; then, $Ax_M = \lim_{n \to \infty} Ax_{M_n} = \lim_{n \to \infty} Bx_n = Bx$ and, so, $(x, x_M) \in \Gamma_{X_M}$. By the definition of the operator $X_M$ it holds that $AX_M = B$ and $R(X_M) \subseteq \mathcal{M}$. It only remains to prove the uniqueness of $X_M$.

Let suppose that there exists $D \in L(\mathcal{G}, \mathcal{H})$ such that $AD = B$ and $R(D) \subseteq \mathcal{M}$. Then, $B^* = D^*A^* = X_M^*A^*$, i.e., $(D^* - X_M^*)A^* = 0$. This gives $D^* = X_M^*$ in $N(A)^\perp$. Now, since $\mathcal{H} = N(A) + \mathcal{M} = N(A)^\perp + \mathcal{M}^\perp$, it remains to prove that $X_M$ and $D^*$ coincide on $\mathcal{M}^\perp$. Let $z \in \mathcal{M}^\perp$; since $\mathcal{M}^\perp \subseteq R(X_M)^\perp = N(X_M^*)$ and $R(D)^\perp = N(D^*)$, then $X_M^*z = D^*z = 0$, and so $X_M = D$ as desired.

Now consider $A \in CR(\mathcal{H}, \mathcal{K})$. Let $X_M$ be the reduced solution of the equation $AX = B$ for some complement $\mathcal{M}$ of $N(A)$. We shall to prove that there exists $A' \in A[1, 2]$ such that $X_M = A'B$. Now, since $N(A) + \mathcal{M} = \mathcal{H}$, we can take the unique $Q \in Q_\mathcal{M}$ such that $N(Q) = N(A)$. On the other hand, let $Q' \in Q_{R(A)}$. Then, $A' = QA'Q' \in A[1, 2]$ and $A'B = A'AX_M = QX_M = X_M$. Conversely, let $A' \in A[1, 2]$; then $AA' \in Q_{R(A)}$ and $A'A \in Q_{R(A)}$. Therefore, $AA'B = B$, i.e., $A'B$ is a solution of the equation $AX = B$. Let us see that there exists a closed subspace $\mathcal{M}$ of $\mathcal{H}$ such that $R(A'B) \subseteq \mathcal{M}$ and $N(A) + \mathcal{M} = \mathcal{H}$. First, observe that since $AA'$ has closed range, then, by Propositions 1.4 and 1.5, $R(A') + N(A)$ is closed. Furthermore, $N(A) \cap R(A') = \{0\}$. In fact, if $x \in N(A) \cap R(A')$, then $Ax = 0$ and so $x = A'Ax = 0$. Thus, $S = R(A') + N(A)$ is closed. Now, consider $\mathcal{M} = R(A') + S^\perp$. Then, as $(R(A'))^\perp + S = \mathcal{H}$, by Proposition 1.5, $\mathcal{M}$ is closed. On the other hand, $\mathcal{M} \cap N(A) = \{0\}$ since $N(A) \cap R(A') = \{0\}$ and $N(A) \subseteq S$. Then $\mathcal{M} + N(A) = R(A') + S^\perp + N(A) = S + S^\perp = \mathcal{H}$. Therefore, $\mathcal{M}$ verifies the desired requirement and so $A'B = X_M$.

Corollary 2.2. If $A \in CR(\mathcal{H}, \mathcal{K})$, $B \in L(\mathcal{G}, \mathcal{K})$ and $R(B) \subseteq R(A)$, then $A'B$ is the Douglas solution of $AX = B$. 


Remark 2.3. If $R(A)$ is not closed, then $A^\dagger$ is a well defined unbounded operator and the result above is still valid. We leave the details for the reader.

Corollary 2.4. Under the same hypotheses of Theorem 2.1, every solution $\hat{X}$ of $AX = B$ can be written as

$$\hat{X} = X_0 + X_M,$$

where $X_0$ is any solution of the homogeneous equation $AX = 0$ and $X_M$ is the reduced solution for some $M$ as before.

The next result shows the relationship between different reduced solutions by means of certain oblique projections.

**Theorem 2.5.** Let $A \in CR(H, K)$, $B \in L(G, K)$ be such that $R(B) \subseteq R(A)$ and let $M$ be a closed subspace of $H$ such that $M + N(A) = H$. Then $X_M$ is the reduced solution for $M$ of the equation $AX = B$ if and only if $X_M = Q_M / N(A)X_{R(A^*)}$.

**Proof.** Let $X_M$ be the reduced solution for $M$ of the equation $AX = B$. Then, as was shown in the proof of Theorem 2.1, there exists $Q' \in Q(R(A))$ such that $A' = Q_M / N(A)A'Q' \in A[1, 2]$ and $X_M = A'B$. Thus, $X_M = A'B = Q_M / N(A)A'Q'B = Q_M / N(A)A'^*B = Q_M / N(A)X_{R(A^*)}$. The third equality holds because $R(B) \subseteq R(Q')$.

Conversely, let $\hat{X} = Q_M / N(A)X_{R(A^*)}$. Since $A(X_{R(A^*)} - \hat{X}) = (I - Q_M / N(A))X_{R(A^*)} = 0$ then $A\hat{X} = B$ and so $\hat{X} = X_M$. □

3. **Generalized inverses and Douglas equation**

In this section we study the equations $AX = Q$, where $Q$ is a projection onto the range of $A$ and the relationship between their solutions with the sets $A[1]$, $A[1, i]$, $A[1, i, j]$ and $A[1, i, j, k]$. Part of the information contained in the following result can be found disseminated in the literature. The reader is referred to the book by Ben-Israel and Greville 1 (see, in particular, chapter 1 and 2).

**Theorem 3.1.** Given $A \in CR(H, K)$ it holds that:

(i) $A[1] = \{X \in L(K, H) : AX = Q \text{ for some } Q \in Q(R(A))\}$.

(ii) $A[1, 2] = \{X \in L(K, H) : AX = Q \in Q(R(A)) \text{ and } N(X) = N(Q)\}$.

(iii) $A[1, 3] = \{X \in L(K, H) : AX = F(R(A))\}$.

(iv) $A[1, 4] = \{X \in L(K, H) : AX = F(R(A^*))\}$.

(v) $A[1, 2, 3] = \{X \in L(K, H) : AX = F(R(A)) \text{ and } N(X) = R(A^\perp)\}$.

(vi) $A[1, 2, 4] = \{X \in L(K, H) : AX = F(R(A^*)) \text{ and } R(X) \subseteq R(A^*)\}$.

(vii) $A[1, 3, 4] = \{X \in L(K, H) : AX = F(R(A)) \text{ and } AX = F(R(A^*))\}$.

(viii) $A[1, 2, 3, 4] = \{\text{Douglas solution of } AX = F(R(A))\}$.

**Proof.**

(i) Let $X \in A[1]$, i.e., $X$ verifies that $AXA = A$. Hence, $AXAX = AX$ and $R(A) \subseteq R(AX) \subseteq R(A)$. Then $AX \in Q(R(A))$. Conversely, let $X$ be such that $AX = Q$ for some $Q \in Q(R(A))$, then $AXA = QA = A$.

(ii) Consider $X \in A[1, 2]$. Then, by (i), $AX = Q \in Q(R(A))$ and so $N(X) \subseteq N(Q)$. On the other hand, since $X = XAX = XQ$, $N(Q) \subseteq N(X)$. Thus, $N(X) = N(Q)$. On the contrary, choose $X \in L(K, H)$ such that $AX = Q \in Q(R(A))$ and $N(X) = N(Q)$; then, by (i), $X \in A[1]$. In order to prove that $X \in A[1, 2]$, it is sufficient to observe that $XAX = XQ = X$, where the last equality holds because $N(Q) = R(I - Q) = N(X)$. 
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(iii) The proof is immediate: by (i), any $X \in A[1, 3]$ satisfies $AX = Q$ for some $Q \in Q_{R(A)}$ and $(AX)^* = AX$; then, $Q^* = Q$, and it must be $Q = P_{R(A)}$. The converse is obvious.


(v) Let $X \in A[1, 2, 3]$; then, by (ii), $AX = Q \in Q_{R(A)}$ and $N(X) = N(Q)$. Furthermore, since $X \in A[3], Q^* = (AX)^* = AX = Q$, so $Q = P_{R(A)}$ and $N(X) = R(A)^\perp$. To prove the converse, we take $X$ such that $AX = P_{R(A)}$ and $N(X) = R(A)^\perp$; then, by (ii), $X \in A[1, 2]$ and $AX = (AX)^*$. This proves that $X \in A[1, 2, 3]$.

(vi) Let $X \in A[1, 2, 4]$. By (iv), $XA = P_{R(A^*)}$. Then $X = XAX = P_{R(A^*)}X$ and so $R(X) \subseteq R(A^*) = N(A)^\perp$. Conversely, by (iv), it only remains to show that $X \in A[2]$. Now, $XAX = P_{R(A^*)}X = X$ where the last equality holds because $R(X) \subseteq R(A^*)$.

(vii) It follows by (iii) and (iv).

(viii) It is sufficient to show that $A^\dagger$ is the Douglas reduced solution of $AX = P_{R(A)}$, but this is immediate by (iii) and (vi).

\[ \square \]

Remark 3.2. If $A \in CR(H, K)$, then the equation $AX = P_{R(A)}$ has a solution. Moreover, the Douglas solution is the Moore-Penrose inverse of $A$. This is the meaning of the last item of the theorem above. Therefore, necessary and sufficient conditions for $D \in L(K, H)$ to be the Moore-Penrose inverse of $A$ are $AD = P_{R(A)}$ and $R(D) \subseteq N(A)^\perp$. This seems to be one of the shortest ways for testing Moore-Penrose identities.

Remark 3.3. Of course, equation $XA = B$ is equivalent to $A^*X^* = B^*$. Therefore, the sets $A^*[1, A^*[1, i], A^*[1, i, j]$ and $A^*[1, i, j, k]$ are related to the solutions of the equations $XA = Q, where Q^* \in Q_{R(A^*)}$.

Proposition 3.4. Let $A \in CR(H, K)$ and $A' \in L(K, H)$. Then, $A' \in A[1, 2]$ if and only if $A' = QA' \dagger Q$, where $1 - Q \in Q_{N(A)}$ and $Q \in Q_{R(A)}$.

\[ \text{Proof.} \] Let $A' \in A[1, 2]$. Since $AA' = A$, then $A'A'A = A'$, and the assertion follows taking $Q = A'A$ and $Q' = AA'$. Observe that $Q = Q_{R(A')/N(A)}$. In fact, $R(Q) = R(A')$ and $N(Q) = R(Q^*)^\perp = R(A')^\perp = N(A)$. The converse follows just by checking that $QA' \dagger Q \in A[1, 2]$.

\[ \square \]

Remark 3.5. Let $A \in CR(H, K)$ and $\mathcal{X}_{R(A^*)} = \{X \in L(K, H) : AX = Q \text{ for some } Q \in Q_{R(A)} \text{ such that } R(X) \subseteq R(A^*)\}$, i.e., $\mathcal{X}_{R(A^*)}$ is the set of Douglas solutions of the equations $AX = Q \in Q_{R(A)}$. Observe that $\mathcal{X}_{R(A^*)} \subseteq A[1, 2]$. In fact, $\mathcal{X}_{R(A^*)} = \{A^\dagger Q : Q \in Q_{R(A)}\}$ and by the last proposition, $A[1, 2] = \{QA^\dagger Q : 1 - Q \in Q_{N(A)} \text{ and } Q \in Q_{R(A)}\}$. Then, for every $Q \in Q_{R(A)}$ it holds that

\[ A^\dagger Q = P_{N(A)}A^\dagger Q \in A[1, 2], \]

which proves the inclusion. To see that it is a strict inclusion we present the following example. In what follows, for a fixed $A \in CR(H, K)$ we use the $2 \times 2$ matrix representation of operators $H \to K$ induced by the decompositions $H = \ldots$
Proof. \( \phi \)

**Proposition 4.1.** For every \( \lambda \in R(A^*) \oplus N(A) \) and \( \mathcal{K} = R(A) \oplus N(A^*) \). According to these decompositions

\[
A = \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix},
\]

observe that \( a : R(A^*) \to R(A) \) is an isomorphism. Now, let \( x \in L(R(A^*), N(A)) \), \( x \neq 0 \). Define \( \tilde{Q} = \begin{pmatrix} 1 \\ x \end{pmatrix} \in L(\mathcal{H}) \) and \( Q = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \in L(\mathcal{K}) \). Then

\[
QA^1Q = \begin{pmatrix} a^{-1} \\ xa^{-1} \end{pmatrix} \in A[1, 2] \text{ and } R(QA^1Q) = R(A^*) \oplus R(x) \not\subseteq R(A^*). \]

Therefore \( QA^1Q \notin \mathbf{X}_{R(A^*)} \).}

4. **ABOUT THE CONTINUITY OF REDUCED SOLUTIONS**

It is well known that the mapping \( A \to A^\dagger \) is not continuous, in general. See [8] for several results in these matters. We show here how the relationship between the Douglas solution and generalized inverses gives some continuity results for the mapping \( (A, B) \to \text{Douglas solution of } AX = B \).

In this section, for the sake of simplicity we only consider operators \( \mathcal{H} \to \mathcal{H} \). For \( T \in L(\mathcal{H}) \) the reduced minimum modulus of \( T \) is \( \gamma(T) = \inf \{ \|Tx\| : x \in N(T)^\perp \text{ and } \|x\| = 1 \} \). It is well known that \( \gamma(T) \geq 0 \) if and only if \( R(T) \) is closed.

For each positive integer \( k \), let

\[
\mathcal{R}_k = \mathcal{R}_k(\mathcal{H}) = \{ T \in L(\mathcal{H}) : \gamma(T) \geq 1/k \}.
\]

These sets verify:

1. \( CR(\mathcal{H}) = \bigcup_{k \in \mathbb{N}} \mathcal{R}_k \).
2. \( \mathcal{R}_k \subseteq \mathcal{R}_{k'} \) if \( k' > k \).
3. \( T \in \mathcal{R}_k \) if and only if \( T^* \in \mathcal{R}_k \).
4. For every \( k \in \mathbb{N} \), \( \mathcal{R}_k \) is closed.

Given \( A \in CR(\mathcal{H}) \) we define \( \mathcal{E}_A = \{ B \in L(\mathcal{H}) : R(B) \subseteq R(A) \} \). Similarly, given \( B \in L(\mathcal{H}) \) we define \( \mathcal{E}_B^k = \{ A \in \mathcal{R}_k : R(B) \subseteq R(A) \} \). Consider the mappings \( \phi_A : \mathcal{E}_A \to L(\mathcal{H}) \) and \( \phi_B^k : \mathcal{E}_B^k \to L(\mathcal{H}) \) defined by \( \phi_A(B) = \phi_B^k(A) = \text{Douglas solution of the equation } AX = B \). Next, we study the continuity of these mappings.

**Proposition 4.1.** \( \phi_A \) is continuous.

**Proof.** Let \( B, \tilde{B} \in \mathcal{E}_A \). Then \( \phi_A(B) = A^\dagger B \) and \( \phi_A(\tilde{B}) = A^\dagger \tilde{B} \). Let \( \epsilon > 0 \). Then

\[
\|\phi_A(B) - \phi_A(\tilde{B})\| = \|A^\dagger B - A^\dagger \tilde{B}\| = \|A^\dagger (B - \tilde{B})\| \leq \|A^\dagger\|\|B - \tilde{B}\| < \epsilon
\]

if \( \|B - \tilde{B}\| < \delta < \epsilon \|A^\dagger\| \). Therefore, \( \phi_A \) is continuous. \( \square \)

The next lemma will be used to prove the continuity of \( \phi_B^k \). A proof of this result can be found in [2], Lemma 3.10.

**Lemma 4.2.** For every \( A, B \in \mathcal{R}_k \) it holds that \( \|A^\dagger - B^\dagger\| \leq 3k^2\|A - B\| \). In particular, the map \( \mu : \mathcal{R}_k \to CR(\mathcal{H}) \) such that \( \mu(C) = C^\dagger \) is Lipschitz.

**Proposition 4.3.** The mapping \( \phi_B^k \) is continuous.

**Proof.** Let \( \epsilon > 0 \) and \( A, \tilde{A} \in \mathcal{E}_k^B \). Then \( \phi_B^k(A) = A^\dagger B \) and \( \phi_B^k(\tilde{A}) = \tilde{A}^\dagger B \). Now, by Lemma [4.2] it holds that

\[
\|\phi_B^k(A) - \phi_B^k(\tilde{A})\| = \|A^\dagger B - \tilde{A}^\dagger B\| = \|(A^\dagger - \tilde{A}^\dagger)B\|
\]

\[
\leq \|A^\dagger - \tilde{A}^\dagger\|\|B\| \leq 3k^2\|A - \tilde{A}\|\|B\| < \epsilon
\]
if $\|A - \tilde{A}\| < \delta < \frac{1}{3\|B\|}$. Thus, $\phi_k^B$ is continuous. \hfill $\square$

**Remark 4.4.** If $\mathcal{E}^B = \{A \in CR(H) : R(B) \subseteq R(A)\}$, then $\phi^B : \mathcal{E}^B \rightarrow L(H)$ is not continuous in general. Indeed, $A \rightarrow A^1B$ may fail to be continuous if there is no control on $\gamma(A)$.

**Remark 4.5.** Proposition 4.1 is still true if for each $\mathcal{M}$ such that $H = N(A) + \mathcal{M}$, we consider the map $\phi_{A,M} : \mathcal{E}_A \rightarrow L(H)$ defined by $\phi_{A,M}(B) = X_M$, where $X_M$ denotes the reduced solution for $\mathcal{M}$ of $AX = B$. In fact, $X_M = A'B$ for some $A' \in A[1,2]$; then using the arguments of Proposition 4.1 the assertion follows.
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