RELATIVE BRAUER GROUPS IN CHARACTERISTIC $p$
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Abstract. This paper gives a description of the relative Brauer group $\text{Br}(E/F)$ when $F$ has characteristic $p$, $[E : F] = p$, and the Galois group $\text{Gal}(E_1/F)$ is solvable, where $E_1$ is the Galois closure of $E$ over $F$.

In the theory of central simple algebras, splitting fields are of special importance. In particular they provide information about maximal subfields and hence insight into the structure of an algebra. Turning this around, it is often useful to determine the relative Brauer group of a field extension, namely to characterize the Brauer classes that vanish in the extension. For example, if $E/F$ is a cyclic extension and if $D$ is an algebra for which $[D] \in \text{Br}(E/F) := \ker(\text{Br} F \to \text{Br} E)$, then of course $D$ is a cyclic algebra and we can express $D = (E/F, \sigma, t)$ for a generator $\sigma$ of $\text{Gal}(E/F)$ and $t \in F$. It is well-known (see, for example, [6], pp. 259-262) that the map $F^* \to \text{Br} F$ given by $t \mapsto (E/F, \sigma, t)$ is multiplicative with $t \mapsto 0$ if and only if $t \in N_{E/F}(E^*)$. In other words, in the cyclic case the relative Brauer group $\text{Br}_p(E/F)$ is computed by the classical exact sequence

$$0 \to \frac{F^*}{N_{E/F}(E^*)} \to \text{Br}_p F \to \text{Br}_p E.$$ 

A natural approach to try to generalize this is to use the restriction-corestriction sequence. For example, if $[E : F] = p$ is separable of prime degree, then there exists an extension $F_1$ of $F$ so that $E_1 = E \cdot F_1$ is cyclic Galois over $F_1$ and with $[F_1 : F] = s$, where $(s, p) = 1$. Since the composite $\text{cor}_{F_1/F} \circ \text{res}_{F_1/F} : \text{Br}_p F \to \text{Br}_p F_1 \to \text{Br}_p F$ is multiplication by $s$, it is injective, so we have an embedding $\text{Br}_p F \hookrightarrow \text{Br}_p F_1$. This induces an inclusion $\text{Br}_p(E/F) \hookrightarrow \text{Br}_p(E_1/F_1)$ and reduces the problem of determining $\text{Br}_p(E/F)$ to explicitly computing its image in $\text{Br}_p(E_1/F_1)$. In general, however, this is not an easy thing to do; that is, it can be very difficult to find an explicit description of the image. In this paper we show how to carry this out in characteristic $p$ where $[E : F] = p$ and where $E/F$ is no longer cyclic, but has solvable Galois group. In this case we find $a \in F$ and decompositions $F_1^*/F_1^{*p} = \nu_{F_1}(1) = \bigoplus_{i=1}^{s-1} \nu_F^i(1)$ and $E_1^*/E_1^{*p} = \nu_{E_1}(1) = \bigoplus_{i=1}^{s-1} \nu_F^i(1)$ for which the norm acts on summands as $N_{E_1/F_1} = \bigoplus_{i=1}^{s-1} N_{E/F} : \bigoplus_{i=1}^{s-1} \nu_F^i(1) \to \bigoplus_{i=1}^{s-1} \nu_F^i(1)$. It is then shown that the image of $\text{Br}_p(E/F)$ in
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\[ \text{Br}_p(E_1/F_1) \text{ is the quotient } \nu_p^a(1)/N_{E_1/F_1}^a(\nu_p^a(1)), \text{ so one obtains an analogue of the above exact sequence,} \\
0 \rightarrow \frac{\nu_p^a(1)}{N_{E_1/F_1}^a(\nu_p^a(1))} \rightarrow \text{Br}_p F \rightarrow \text{Br}_p E. \]

As a corollary of this work we obtain a new proof of Albert's result [1] that \( p \)-algebras of index \( p \) with solvable group are cyclic. The decomposition of relative norm groups indicates why one should expect such a result. Away from characteristic \( p \) it is known that dihedral algebras are cyclic ([5], [7]), but those calculations do not appear to give a general description of the relative Brauer group.

1. The Basic Setup

Let \( F \) be a field of characteristic \( p > 0 \) and assume that \( E \) is a separable extension of \( F \) of degree \( p \). Suppose that \( E_1 \) is the Galois closure of \( E \) over \( F \) and that \( \text{Gal}(E_1/F) \) is solvable. Our main result is an explicit computation of \( \text{Br}(E/F) := \ker(\text{Br} F \rightarrow \text{Br} E) \). In this first lemma we show that the extension \( E \) has a simple form. This result is presumably well-known, but is included for lack of a reference.

**Lemma 1.1.** Suppose that \( |E : F| = p \) and \( \text{Gal}(E_1/F) \) is solvable, where \( E_1 \) is the Galois closure of \( E \) over \( F \). Then \( E = F(\beta) \), where \( \beta^p - a\beta - b = 0 \) for some \( a, b \in F^p \). Moreover, \( E_1 = F(\alpha, \beta) \), where \( \alpha^{p-1} = a \) and \( |F(\alpha) : F| = s \) for some \( s \mid p - 1 \).

**Remark 1.2.** The calculations also show that \( E_1 = F(\alpha, \beta') \), where \( \beta' = \beta/\alpha \) and \( \varphi(\beta') = \beta^p - \beta' = b/\alpha^p \in F_1 := F(\alpha) \).

**Proof.** According to ([3], Th. 7, p. 77), as \( p \) is prime one knows that \( \text{Gal}(E_1/F) \) is a Frobenius subgroup of \( AGL(F_p) \); that is, there exists a cyclic extension \( F_1 \) of \( F \) of degree \( s \) with \( s \mid p - 1 \) such that \( E_1 = E \cdot F_1 \) is the Galois closure of \( E \) over \( F \) and such that \( E_1/F_1 \) is cyclic of degree \( p \). Since \( F \) contains primitive \((p-1)\)th roots of unity we express \( F_1 = F(\alpha_1) \), where \( \alpha_1 = a \in F \). Without loss of generality, replacing \( \alpha_1 \) by \( \alpha_1^p \) we can assume that \( \alpha_1^p = a \in F^p \) and \( \alpha_1 \in (F(\alpha_1))/p^3 \).

We let \( \tau \) be a generator of \( \text{Gal}(F_1/F) \), so \( \tau(\alpha_1) = \zeta \alpha_1 \) where \( \zeta \in F_p \) is a primitive \( s \)th root of unity. As \( F_1 = F \oplus \alpha_1 F \oplus \cdots \alpha_1^{s-1} F \) and since \( E_1/F_1 \) is Galois and cyclic of degree \( p \) we know by Artin-Schreier theory that \( E_1 = F_1(\beta_1) \), where \( \varphi(\beta_1) = c_0 + c_1 \alpha_1 + \cdots + c_{s-1} \alpha_1^{s-1} \) for \( c_i \in F \). Replacing \( \beta_1 \) by \( \beta_1^p \) and \( \alpha_1 \) by \( \alpha_1^p \) if necessary we can assume each \( c_i \in F^p \), \( \alpha_1 \in F(\alpha_1)^p \) and \( a \in F^p \). Now, as \( \tau^j(\alpha_1) = \zeta^j \alpha_1 \), we have \( \tau^j(\alpha_1^p) = \zeta^j \alpha_1^p \) and therefore \( \varphi(\tau^j(\beta_1)) = c_0 + \zeta^j c_1 \alpha_1 + \cdots + \zeta^{(s-1)} c_{s-1} \alpha_1^{s-1} \). Since the \( s \times s \) matrix with \( (i, j) \) entry \( \zeta^{ij} \) is invertible over \( F_p \), it is possible to find \( F_p \)-linear combinations of \( \tau^j(\beta_1), \beta_1, j \), so that \( \varphi(\beta_1, j) = c_j \alpha_1^j \) where \( \alpha_1 \in F^p \) for \( j = 0, 1, \ldots, s - 1 \). (This uses the fact that \( \varphi \) is \( F_p \)-linear.)

Now, as \( \beta_1 \not\in F \), and as \( \beta_1 \) is an \( F_p \)-linear combination of the \( \beta_1, j \), we see that for some \( j \), \( \beta_1, j \not\in F \). We express \( \alpha_1 = \alpha^{op} \) for \( \alpha' \in (F(\alpha_1))/p \) so that

\[ \varphi(\beta_1, j) = c_j \alpha_1^j = c_j (\alpha^{op})^j = c_j (\alpha^{op})^j/(\alpha^{op})^{s-j} \]

and therefore

\[ (\alpha^{op})^{s-j} \beta_1, j = \beta_1, j \alpha_1^p - \alpha^{op(p-1)(s-j)}(\alpha^{op})^{s-j} \beta_1, j = c_j \alpha^{op} \]

We set \( a = \alpha^{op(p-1)(s-j)} \) and \( b = c_j \alpha^{op} \) so that \( \beta = \alpha^{op} \beta_1, j \) satisfies \( \beta^p - a\beta = b \).

We claim that \( a, b \in F^p \). As \( (\alpha^{op})^p = \alpha_1^p = a \in F \) and \( |F(\alpha^{op}) : F| < p \), since \( F \)
has characteristic $p$ we must have $\alpha^s \in F$. As $s \mid p-1$ and as $\alpha^{ps} = a_1 \in F^n$ we find that $\alpha^s \in F^n$. Finally, since $c_j \in F^n$, so are $a$ and $b$.

If we set $\alpha = \alpha^{s-j}$ we find $\alpha^{p-1} = a$ as required. We note as $\beta^p - a\beta = b$ that $\phi(\beta/\alpha) = b/\alpha^p$. Therefore, as $[F(\beta, \alpha) : F(\alpha)] = p$ (Artin-Schreier extensions either have degree $p$ or 1), we must have $[F(\beta) : F] = p$ as well. As all extensions of degree $p$ over $F$ inside $E_1$ must be isomorphic to $F(\beta)$, we find $E \cong F(\beta)$, and this proves the lemma.

For the remainder of this paper we use the notation set up in Lemma 1.1. In particular, $a, b \in F^n$, and we denote by $F_1 := F(\alpha)$ a cyclic extension of $F$, where $\alpha^{p-1} = a$ and $s$ is chosen minimal with $s \mid p-1$ and $\alpha^s \in F$. We set $E = F(\beta)$ where $\beta^p - a\beta - b = 0$ and we assume $E$ is a separable extension of $F$ of degree $p$. The extension $E_1 = F(\alpha, \beta)$ is the cyclic extension of degree $p$ over $F_1$ given by $E_1 = F_1(\beta/\alpha)$, where $\phi(\beta/\alpha) = b/\alpha^p \in F_1$. We will denote by $\sigma$ the generator of the Galois group $\text{Gal}(E_1/F_1)$ for which $\sigma(\beta/\alpha) := \beta/\alpha + 1$. This also implies that $\sigma(\beta) = \beta + \alpha$.

2. Differential forms

We use the standard notation for differential forms in characteristic $p$ (see [2] for details) and will repeatedly make use of the Bloch-Kato-Gabber [4] theorem which gives the exact sequence

$$0 \rightarrow F^*/F^{*p} \xrightarrow{\text{dlog}} \Omega^1_F \xrightarrow{\phi} \Omega^1_{F/dF} \rightarrow H^2_p(F) \rightarrow 0$$

and which defines the group $H^2_p(F) := \Omega^1_{F/dF} / (\phi(\Omega^1_F) + dF)$. Here $\phi : \Omega^1_F \rightarrow \Omega^1_{F/dF}$ is defined by $\phi(df) = (a^p - a)df$. It was proved by Witt [3] that $\text{Br}_p(F) \cong H^2_p(F)$ where the class of a cyclic algebra $(t, b)$ corresponds to the class of the form $b dt$, and therefore we can use differential forms to study $\text{Br}_p(E/F)$. We also use the exact sequence to repeatedly express certain $w \in \Omega^1_F$ for which $\phi(w) \in dF$ as $w = \text{dlog}(f)$ for some $f \in F$.

We use notation from [2] when computing $\phi$. If $t_1, t_2, \ldots$ is a fixed $p$-basis for $F$ and if $u = \sum_{i=1}^n c_i \frac{dt_i}{t_i} \in \Omega^1_F$, then one can define relative to this $p$-basis $u^{[p]} := \sum_{i=1}^n c_i^{p} \frac{dt_i}{t_i}$. One then knows that $\phi(u) \equiv u^{[p]} - u \pmod{dF}$, and for the purposes of computation, whenever $a \in F$, $(au)^{[p]} = a^p u^{[p]}$. Finally, the image of $F^*/F^{*p}$ under $\text{dlog}$ is denoted $\nu_F(1)$, and so by the exact sequence we have $\nu_F(1) \cong \ker(\phi)$.

We now consider the problem of describing $\ker(\text{Br}_p(F) \rightarrow \text{Br}_p(E))$. Let $w \in \Omega^1_F$ be a differential form such that

$$w = \phi(u) + d(v) \in \Omega^1_F$$

for $u \in \Omega^1_E$, $v \in E$. Since $\Omega^1_E = \Omega^1_F + \beta \Omega^1_F + \cdots + \beta^{p-1} \Omega^1_F$ we have that

$$(2.1) \quad w \equiv \phi(u_0 + \beta u_1 + \cdots + \beta^{p-1} u_{p-1}) \pmod{dE}$$

with $u_i \in \Omega^1_F$. Expanding (1) we obtain

$$w = \phi(u_0 + (\beta^p u_1^{[p]} - \beta u_1) + \cdots + (\beta^{p-1} u_{p-1}^{[p]} - \beta^{p-1} u_{p-1})$$

$$= \phi(u_0) + ((a\beta + b) u_1^{[p]} - \beta u_1) + \cdots$$

$$+ ((a\beta + b)^{p-1} u_{p-1}^{[p]} - \beta^{p-1} u_{p-1}) \pmod{dE}.$$
Since \( dE = dF + 3dF + \cdots + \beta^{p-1}dF \) we have inside \( \Omega^1_E \):

\[
w \equiv \nu(u_0) + bu_1[p] + b^2u_2[p] + \cdots + b^{p-1}u_{p-1}[p] \pmod{dF},
0 \equiv au_1[p] - u_1 + (\text{2})abu_2[p] + (\text{3})ab^2u_2[p] + \cdots + (p-1)ab^{p-2}u_{p-1}[p] \pmod{dF},
\vdots
0 \equiv a^{p-2}u_{p-2}[p] - u_{p-2} + (p-1)ab^{p-2}u_{p-2}[p] \pmod{dF},
\]

\( 0 \equiv a^{p-1}u_{p-1}[p] - u_{p-1} \pmod{dF} \).

For \( u = u_0 + \beta u_1 + \cdots + \beta^{p-1}u_{p-1} \), let \( k \) be the maximal index such that \( u_k \neq 0 \). The last two nontrivial equations in (2) above will be

\[
0 \equiv a^{k-1}u_k[p] - u_{k-1} + ka^{k-1}bu_k[p] \pmod{dF},
\]

\( 0 \equiv a^ku_k[p] - u_k \pmod{dF} \).

The proof of our main theorem will be based on reducing to the case where \( k = 1 \).

To carry out our proof we need to be able to compute norms additively inside \( \Omega^1_{E_1} \). That is the point of the next lemma. The automorphism \( \sigma \) of \( E_1 \) induces an automorphism of \( \Omega^1_{E_1} \), which can be used to compute the norm.

**Lemma 2.1.** The operator \( (\sigma - 1)^{p-1} \) on \( \Omega^1_{E_1} \) is equivalent to the trace map \( tr_{\gamma} \); that is, \( (\sigma - 1)^{p-1}(u) = tr_{\gamma}(u) \) for each \( u \in \Omega^1_{E_1} \). Moreover,

\[
(\sigma - 1)^{p-1}
\]

\( \gamma \)

for each \( \gamma \in E_1^* \).

**Proof.** Since the Galois group \( \text{Gal}(E_1/F_1) \) is cyclic, we have

\[
(\sigma - 1)^{p-1} = \sum_{s=0}^{p-1} (-1)^{p-1-s} \binom{p-1}{s} \sigma^s.
\]

As \( (-1)^{p-1-s} \binom{p-1}{s} = (-1)^{p-1-s} \frac{(p-1)(p-2)\cdots(p-s)}{s!} = (-1)^{p-1-s} \frac{(p-1)(p-2)\cdots(p-s)}{s!} = 1 \pmod{p} \) for each \( s \), we have

\[
(\sigma - 1)^{p-1} = \sum_{s=0}^{p-1} \sigma^s = tr_{\gamma}.
\]

According to \([2], \text{Lem. 2.5}\) the trace restricts to a map \( tr_{\gamma} : \nu_{E_1}(1) \rightarrow \nu_{F_1}(1) \), where it coincides with the norm. Thus we have

\[
(\sigma - 1)^{p-1}
\]

\( \gamma \)

as desired.

Our initial computations will take place over \( F_1 \), and then we will pull back to \( F \). For this we need some notation. We have

\( \Omega^1_{E_1} = \beta^{p-1}\Omega^1_{F_1} \oplus \cdots \oplus \beta\Omega^1_{F_1} \oplus \Omega^1_{F_1} \).

This decomposition provides a filtration of \( \Omega^1_{E_1} \), given next.
**Definition 2.2.** For \( t \) with \( 0 \leq t < p \) we denote by \( V_t \) the subgroup of \( \Omega^n_{E_1} \) defined by \( V_t = \beta^t \Omega_{F_1} \oplus \beta^{t-1} \Omega_{F_1} \oplus \cdots \oplus \Omega_{F_1} \).

**Remark 2.3.** As \( \sigma(\beta) = \beta + \alpha \) where \( \alpha \in F_1 \) it is clear that the operator \( (\sigma - 1) \) has the property \( (\sigma - 1)(V_t) \subseteq V_{t-1} \) for \( 1 \leq t \leq p - 1 \). In particular, we find \((\sigma - 1)^j(V_t) \subseteq V_{t-j} \), where \( V_{t-j} = 0 \) in case \( j > t \).

The next result shows how the operators \((\sigma - 1)^j \) can be used to study elements of \( \Omega^n_{E_1} \).

**Lemma 2.4.** Suppose \( \eta \in \Omega^n_{E_1} \) and \((\sigma - 1)^{k-1}(\eta) \equiv \beta \alpha^{k-1} u_k \) (mod \( \Omega^n_{F_1} \)), where \( 1 \leq k \leq p - 1 \) and \( u_k \in \Omega^n_{F_1} \). Then \( \eta \equiv \beta^{-1} k u_k \) (mod \( \Omega^n_{F_1} \)).

**Proof.** We express \( \eta = \sum_{i=0}^{t-1} \beta^i \eta_i \), where \( \eta_i \in \Omega^n_{F_1} \) and \( t \) is chosen to be the maximal index \( i \) with \( \eta_i \neq 0 \). By a direct calculation, as \((\sigma - 1)(\beta) = (\beta + \alpha) - \beta = \alpha \) we find \((\sigma - 1)^{k-1}(\beta) \equiv (\beta - t \alpha^k) \) (mod \( \Omega^n_{F_1} \)), and from this we see that \((\sigma - 1)^{k-1}(\eta) \equiv (\beta - k \alpha^k u_k) \) (mod \( \Omega^n_{F_1} \)). The hypothesis shows we have \( t - k + 1 = 1 \), so in fact \( t = k \). From this it follows that \( \eta_k = k^{-1} u_k \).

We have an analogous decomposition of \( \Omega^n_{F_1} \) as

\[
\Omega^n_{F_1} = \alpha^{-s} \Omega^n_\Phi \oplus \cdots \oplus \alpha \Omega^n_\Phi \oplus \Omega^n_{F_1}.
\]

Thus we can uniquely express \( \eta \in \Omega^n_{F_1} \) as \( \eta = \sum_{i=0}^{t-1} \alpha^i \eta_i \) with \( \eta_i \in \Omega^n_{F_1} \). Further, since \( \alpha \in F_1^p \) and \( F_1 = \alpha^{p-1} F \oplus \cdots \oplus \alpha F \oplus F \) we have

\[
dF_i = \alpha^{p-1} dF \oplus \cdots \oplus \alpha dF \oplus dF
\]

with each \( \alpha^i dF \subseteq \alpha^i \Omega^n_\Phi \). As these direct-sum decompositions are compatible, it makes sense to consider the quotient \( \Omega^n_{F_1}/\alpha^i dF \). Further, for any \( i \) and \( \eta_i \in \Omega^n_{F_1} \), we have \( \psi(\alpha^i \eta_i) = (\alpha^p \eta_i - \alpha^i \eta) \equiv \alpha^i (\alpha^p \eta_i - \eta) \), and therefore \( \psi(\alpha^i \Omega^n_\Phi) \subseteq \alpha^i \Omega^n_\Phi \). So the following definition makes sense. It is the key to our computation of the relative Brauer group \( Br(E/F) \).

**Definition 2.5.** Suppose \( F_1 = F(\alpha) \) where \( \alpha^{p-1} = a \in F^p \), \([F_1 : F] = s \), and \( s \mid p - 1 \). Then for \( i \) with \( 0 \leq i \leq s - 1 \) we denote by

\[
\nu^i_F(1) := \ker(\alpha^i \Omega_\Phi \to \alpha^i \Omega_\Phi / d\alpha(1)).
\]

Of course, in this notation, \( \nu^0_F(1) = \nu_F(1) \). Analogously we have groups \( \nu^i_E(1) \) for each \( i \) with \( 0 \leq i \leq s - 1 \).

The direct sum decompositions above give that

\[
\Omega^n_{F_1}/dF_i = (\alpha^{p-1} \Omega^n_{F_1}/\alpha^{p-1} dF_i) \oplus \cdots \oplus (\alpha \Omega^n_{F_1}/d\alpha) \oplus (\Omega^n_{F_1}/dF_i),
\]

so it is reasonable to expect a similar decomposition for \( \nu_F(1) \). This is given next.

**Lemma 2.6.** Assume \( F_1 = F(\alpha) \) as in Definition 2.5 and \( \eta = \sum_{i=0}^{s-1} \alpha^i \eta_i \) where \( \eta_i \in \Omega^n_{F_1} \). Then \( \phi(\eta) \in dF_i \) if and only if for each \( i \), \( \phi(\alpha^i \eta_i) \in \alpha^i dF_i \subseteq \alpha^i \Omega^n_{F_1} \).

In particular, \( \nu_F(1) = \bigoplus_{i=0}^{s-1} \nu^i_F(1) \).

**Proof.** If \( \eta = \sum_{i=0}^{s-1} \alpha^i \eta_i \in \Omega^n_{F_1} \) with \( \eta_i \in \Omega^n_{F_1} \), we calculate

\[
\phi(\eta) = \sum_{i=0}^{s-1} \phi(\alpha^i \eta_i) = \sum_{i=0}^{s-1} (\alpha^p \eta_i - \alpha^i \eta_i) = \sum_{i=0}^{s-1} \alpha^i (\alpha^p \eta_i - \eta_i).
\]
As \( dF_1 = \bigoplus_{i=0}^{s-1} \alpha^i dF \), we obtain \( \varphi(\eta) \in dF_1 \) if and only if for each \( i \), \( \varphi(\alpha^i \eta_i) = \alpha^i (\alpha^i \eta_i^{[p]} - \eta_i) \in \alpha^i dF \), giving the first statement. The final statement now follows because \( \nu_{F_1}(1) = \ker(\varphi : \Omega_{F_1}^1 \to \Omega_{F_1}^1 / dF_1) \cong \bigoplus_{i=0}^{s-1} \ker(\alpha^i \Omega_{F_1}^1 \to \alpha^i \Omega_{F_1}^1 / dF) = \bigoplus_{i=0}^{s-1} \nu_{B^i}(1) \).

We next note that the norm behaves well when restricted to the decompositions of \( \nu_{E_1}(1) \) and \( \nu_{F_1}(1) \).

**Lemma 2.7.** The norm \( N_{E_1/F_1} : \nu_{E_1}(1) \to \nu_{F_1}(1) \) restricts on summands to maps \( N_{E_1/F_1} : \nu_{E_1}^i(1) \to \nu_{F_1}^i(1) \).

**Proof.** The group \( \nu_{E_1}^i(1) \) is the subgroup \( \ker(\varphi) \cap \alpha^i \Omega_{E_1}^1 \subseteq \Omega_{E_1}^1 \), and by Lemma 2.1 the norm is given by the operator \( (\sigma - 1)^{p-1} \) on this subgroup. Since \( (\sigma - 1)^{p-1} \) vanishes on \( V_{p-2} \), if \( \eta = \beta^{p-1} \eta_1 + \eta_2 \in \nu_{E_1}^i(1) \) where \( \eta_1 \in \alpha^i \Omega_{F_1}^1 \) and \( \eta_2 \in V_{p-2} \), to prove the result it suffices to verify that \( (\sigma - 1)^{p-1}(\beta^{p-1} \eta_1) \in \alpha^i \Omega_{F_1}^1 \). As the operator \( (\sigma - 1) \) is \( F_1 \)-linear on \( \Omega_{E_1}^1 \) and as \( (\sigma - 1)^{p-1}(\beta^{p-1}) = -a \in F \), the result follows.

**Remark 2.8.** It is possible to define the groups \( \nu_{E_1}^i(1) \) without reference to the field extension \( F_1 = F(\alpha) \). In view of the isomorphism \( \alpha^i \Omega_{E_1}^1 \cong \Omega_{F_1}^1 \), these groups are given by \( \nu_{E_1}^i(1) \cong \ker(\Omega_{E_1}^1 \to \Omega_{F_1}^1 / dF) \), where \( \varphi_{\alpha^i}(c_{dF}^f) = (\alpha^i c^p - c)f_{dF} \). In our case the well-definition of \( \varphi_{\alpha^i} \) follows by extending to \( F(\alpha) \) where \( \alpha^{p-1} = a \), although there is presumably a direct proof. The norm map \( N_{E_1/F_1} : \nu_{E_1}^i(1) \to \nu_{F_1}^i(1) \) can also be defined without reference to the field extensions. It is induced by the trace \( \Omega_{E_1}^1 \to \Omega_{F_1}^1 \). However, in our applications we need to view \( \nu_{E_1}^i(1) \subseteq \nu_{F_1}(1) \) and explicitly represent elements of \( \nu_{E_1}^i(1) \) as \( f \frac{df}{f} \) for \( f \in F_1 \), so we have given the definition in terms of the extension \( F_1 = F(\alpha) \).

### 3. The Main Theorem

The idea behind studying an element \( w \in \ker(\text{Br}_p(F) \to \text{Br}_p(E)) \) is to systematically reduce the power \( k \) of \( \beta \) in an expression \( w \equiv \varphi(u_0 + \beta u_1 + \cdots + \beta^k u_k) \) (mod \( dE \)) to where we have a useful description of \( w \) over \( F \). This next lemma is the key to this reduction.

**Lemma 3.1.** Suppose \( 2 \leq k \leq p-1 \) and \( u_k, u_{k-1} \in \Omega_{F_1}^1 \) satisfy equations (3) and (4) in Section 2 above. Then there exists \( \gamma \in E \) such that

\[
\frac{d^2 \gamma}{\gamma} = \beta^k u_k + \beta^{k-1} u_{k-1} + \cdots + \beta v_1 + v_0,
\]

where \( v_i \in \Omega_{F_1}^1 \) for \( 0 \leq i \leq k-1 \).

**Proof.** As \( \alpha \in F_1^p \) and as \( \alpha^{kp} = \alpha^k \alpha^k \), multiplying equation (4) by \( \alpha^k \) gives that

\[
\alpha^{kp} u_k^{[p]} - \alpha^k u_k = \varphi(\alpha^k u_k) \in \alpha^k dF \subseteq dF_1.
\]

Consequently, we find

\[
\alpha^k u_k = \frac{df}{f} \quad \text{for some} \quad f \in F_1.
\]
It now follows, multiplying equation (3) by $\alpha^{k-1}$, that
\[
\alpha^{(k-1)p} u_k^{[p]} - \alpha^{k-1} u_{k-1} + k \alpha^{(k-1)p} b_k^{[p]} = \varphi(\alpha^{k-1} u_{k-1}) + k(b/\alpha^p) \alpha^{k-1} u_k^{[p]}
\]
\[
= \varphi(\alpha^{k-1} u_{k-1}) + k(b/\alpha^p) \left( \frac{df}{\delta} \right)^{[p]}
\]
lies in $\alpha^{k-1} dF_1 = dF_1$. As $\varphi(k(\beta/\alpha)) = k(b/\alpha^p)$ we get $\varphi(\alpha^{k-1} u_{k-1} + (\beta/\alpha) df) \in dE_1$, from which we find
\[
\alpha^{k-1} u_{k-1} + k(\beta/\alpha) df = \frac{d\delta}{\delta} \quad \text{for some} \quad \delta \in E_1.
\]

Using Remark 2.3 we apply $(\sigma-1)^{p-1}$ to the latter equation to find that $\frac{dN_{E_1/F_1}(\delta)}{N_{E_1/F_1}(\sigma)} = 0$. Consequently, $N_{E_1/F_1}(\delta) \in F^p$, and by Hilbert’s Theorem 90 we can express $\delta = t\gamma_1^{p-1}$ for $t \in F_1$ and $\gamma_1 \in E_1$. From this we obtain
\[
\alpha^{k-1} u_{k-1} + k(\beta/\alpha) df = \frac{dt}{t} + (\sigma-1)\frac{dt}{\gamma_1^{p-1}}.
\]

Assume we have shown that
\[
\alpha^{k-1} u_{k-1} + k(\beta/\alpha) df = \frac{dt}{t} + (\sigma-1)\frac{dt}{\gamma_1^{p-1}}
\]
for $\gamma_\ell \in E_1$. If $p - (\ell + 1) > 1$, then (as $\frac{df}{\delta} \in \Omega^1_{F_1}$) we apply $(\sigma-1)^{p-\ell-1}$ to find $(\sigma-1)^{p-1}(\frac{df}{\delta}) = 0$. So we can write $\gamma_\ell = t\gamma_{\ell+1}^{p-1} \in E_1$. Substitution gives
\[
\alpha^{k-1} u_{k-1} + k(\beta/\alpha) df = \frac{dt}{t} + (\sigma-1)\frac{dt}{\gamma_{\ell+1}^{p-1}}.
\]

So by induction we have produced $\gamma_1, \gamma_2, \ldots, \gamma_j$ as long as $p - j > 1$. But we have $k < p$ so $p - (k - 1) > 1$, and we have produced $\gamma_{k-1} \in E_1$ with
\[
\alpha^{k-1} u_{k-1} + k(\beta/\alpha) df = \frac{dt}{t} + (\sigma-1)\frac{dt}{\gamma_{k-1}^{p-1}}.
\]

We note that $(\sigma-1)\frac{dt}{\gamma_1} = (\sigma-1)^2\frac{dt}{\gamma_2} = \cdots = (\sigma-1)^{k-1}\frac{dt}{\gamma_{k-1}} \in V_1$ and also that $((\sigma-1)^{k-1}\frac{dt}{\gamma_{k-1}}) \equiv k(\beta/\alpha) df$ (mod $\Omega^1_{F_1}$). Applying Lemma 2.4 with \(\eta = \frac{dt}{\gamma_{k-1}}\) and $s = \beta k u_k$ (mod $V_{k-1}$), where $s \neq 0 \in F_p$. By Lemma 2.6 applied to $E_1/E$ we may uniquely express $\eta = \sum_{i=0}^{p-2} \alpha^i \eta_i$ where $\eta_0 \equiv s \beta^k u_k$ (mod $V_{k-1}$) with $\varphi(\eta_0) \in dE$, and when $i > 0$ we have $\alpha^i \eta_i \in V_{k-1}$. We now select $\gamma \in E$ with $\frac{dt}{\gamma} = s^{-1} \eta_0$, and the lemma is proved.

We may now give the proof of the main result.

**Theorem 3.2.** Suppose that $\text{char}(F) = p$, $|E : F| = p$ and $\text{Gal}(E_1/F)$ is solvable, where $E_1$ is the Galois closure of $E$ over $F$. Let $a, b \in F^p$ with $\alpha^{p-1} = \alpha$ as in Lemma 1.1. Then $Br_p(E/F) \cong Br_{E_1}(1)/N_{E_1/F_1}(\nu_{E_1}(1))$. 

**Proof.** We define $\phi: \nu_{E_1}(1) \to \Omega^1_{F_1}/dF_1$ to be the homomorphism given by $\phi(\frac{df}{\delta}) = (b/\alpha^p) \frac{df}{\delta}$ (mod $dF_1$). Then by the classical theory of cyclic algebras, as $E_1 = F_1(\varphi^{-1}(b/\alpha^p))$ we know that the class $[(b/\alpha^p) \frac{df}{\delta}] = 0 \in Br_p F_1$ if and only if
\( \frac{df}{f} \in N_{E_1/F_1}(\nu_{E_1}(1)) \). However, by Lemma 2.7 we know that \( \nu_{E_1}(1) \cap N_{E_1/F_1}(\nu_{E_1}(1)) = N_{E_1/F_1}(\nu_{E_1}^1(1)) \), so \( \phi \) induces an embedding

\[
\overline{\phi} : \frac{\nu_{E_1}^1(1)}{N_{E_1/F_1}(\nu_{E_1}^1(1))} \hookrightarrow \text{Br}(E_1/F_1).
\]

We claim that \( \text{im}(\overline{\phi}) = \text{im}(i_{F_1/F}) \), where \( i_{F_1/F} : \text{Br}_p(E/F) \to \text{Br}_p(E_1/F_1) \) is the map given by scalar extension. From this claim the theorem follows.

We suppose that \( w \in \Omega_{E_1}^1 \) corresponds to a class in \( \text{Br}_p(E/F) \), and we assume that \( k \) is minimal such that

\[
w = \varphi(u_0 + \beta u_1 + \cdots + \beta^k u_k) + dv
\]

for \( u_i \in \Omega_{E_1}^1 \) and \( v \in E \). First we assume \( k > 1 \), and then we can apply Lemma 3.1 to obtain \( \gamma \in E \) such that \( \frac{d\gamma}{\gamma} = \beta^k u_k + \cdots + \beta v_1 + v_0 \), where \( v_i \in \Omega_{E_1}^1 \).

Since \( \varphi(\frac{d\gamma}{\gamma}) = dv' \) for some \( v' \in E \), subtracting we see that

\[
w = \varphi((u_0 - v_0) + \beta(u_1 - v_1) + \cdots + \beta^k(u_{k-1} - v_{k-1})) + d(v + v'),
\]

contradicting the minimality of \( k \).

We are now in the case where \( k = 1 \). We have that

\[
w = u_0^{[p]} - u_0 + bu_1^{[p]} + dv_0,
\]

\[
0 = au_1^{[p]} - u_1 + dv_1,
\]

where \( u_0, u_1 \in \Omega_{E_1}^1 \) and \( v_0, v_1 \in F \). As in the proof of Lemma 3.1 we find that \( \varphi(au_1) \in dF_1 \), and consequently we can express \( au_1 = \frac{df}{f} \) where \( f \in F_1 \). As \( u_1 \in \Omega_{E_1}^1 \) this means that \( \frac{df}{f} \in \nu_{E_1}^1(1) \). Altogether we have

\[
w = bu_1^{[p]} = b\left(\frac{1}{\alpha} \frac{df}{f}\right)^{[p]} = b\frac{df}{\alpha f} \mod \varphi(\Omega_{F_1}) + dF_1.
\]

This shows that \( \text{im}(i_{F_1/F}) \subseteq \text{im}(\overline{\phi}) \). Conversely, if \( \frac{df}{f} \in \nu_{E_1}^1(1) \), then \( \overline{\phi}(\frac{df}{f}) = (b/\alpha)^{\frac{df}{f}} \in \text{im}(i_{F_1/F} : H^p_\varphi(F) \to H^p_\varphi(F_1)) \) as \( \frac{1}{\alpha} \frac{df}{f} \in \Omega_{E_1}^1 \). So \( \text{im}(\overline{\phi}) \subseteq \text{im}(i_{F_1/F}) \), and the theorem follows.

As a consequence of this calculation we obtain the result of Albert [1] that algebras in \( \text{Br}(E/F) \) must be cyclic. Albert proved his result by finding a purely inseparable splitting field of such an algebra. The proof below gives more information by explicitly describing its Brauer class as a symbol.

**Corollary 3.3** (Albert). Suppose that \( \text{char}(F) = p \), \([E : F] = p\), and \( \text{Gal}(E_1/F) \) is solvable where \( E_1 \) is the Galois closure of \( E \) over \( F \). If a division algebra \( D \) is split over \( E \), then \( D \) is a cyclic algebra.

**Proof.** In the proof of Theorem 3.2 we established that if \( w \in \Omega_{E_1}^1 \) corresponds to a class in \( \text{Br}_p(E/F) \), then \( w = u_0^{[p]} - u_0 + bu_1^{[p]} + dv_0 \), where \( u_0, u_1 \in \Omega_{E_1}^1 \), \( v_0 \in F \), and \( \alpha u_1 = \frac{df}{f} \) for \( f \in F_1 \). We express \( f = x_0 + \alpha x_1 + \cdots + \alpha^{p-2} x_{p-2} \), where each \( x_i \in F \). As \( \alpha \frac{df}{f} = \frac{df}{f} \) we see that

\[
\alpha(x_0 + \alpha x_1 + \cdots + \alpha^{p-2} x_{p-2}) = dx_0 + \alpha dx_1 + \cdots + \alpha^{p-2} dx_{p-2}
\]
and consequently
\[
    u_1 = \frac{dx_1}{x_0} = \frac{dx_2}{x_1} = \cdots = \frac{dx_{p-2}}{x_{p-3}} = \frac{dx_0}{a x_{p-2}}.
\]
From this we obtain
\[
    u_1^p = \left( \frac{dx_1}{x_0} \right)^p = \left( \frac{x_1 dx_1}{x_0 x_1} \right)^p \equiv \left( \frac{x_1}{x_0} \right)^p \frac{dx_1}{x_1} \pmod{dF}.
\]
But now we obtain from the first equation
\[
    w \equiv b \left( \frac{x_1}{x_0} \right)^p \frac{dx_1}{x_1} \pmod{\wp(\Omega_1^1 + dF)}.
\]
So by Witt’s isomorphism it follows that $D$ must be the cyclic algebra
\[
    D \cong \left[ x_1, b \left( \frac{x_1}{x_0} \right)^p \right].
\]
This gives the corollary. □
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