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Abstract. We obtain results on large deviations for a large class of nonuniformly hyperbolic dynamical systems with polynomial decay of correlations $1/n^\beta$, $\beta > 0$. This includes systems modelled by Young towers with polynomial tails, extending recent work of M. Nicol and the author which assumed $\beta > 1$. As a byproduct of the proof, we obtain slightly stronger results even when $\beta > 1$. The results are sharp in the sense that there exist examples (such as Pomeau-Manneville intermittency maps) for which the obtained rates are best possible. In addition, we obtain results on moderate deviations.

1. Introduction

Let $T : X \to X$ be a dynamical system with ergodic invariant probability measure $\mu$. Suppose that $\phi : X \to \mathbb{R}$ is an $L^1$ observable with mean $\bar{\phi} = \int_X \phi \, d\mu$. Let $\phi_N = \sum_{j=0}^{N-1} \phi \circ T^j$. Birkhoff’s pointwise ergodic theorem guarantees that $\lim_{N \to \infty} \frac{1}{N} \phi_N = \bar{\phi}$ almost everywhere, and this implies the weak law of large numbers: $\lim_{N \to \infty} \mu(|\frac{1}{N} \phi_N - \bar{\phi}| > \epsilon) = 0$ for all $\epsilon > 0$. Large deviations theory concerns the rate of decay in the weak law of large numbers, with an emphasis on exponential convergence tied to thermodynamic formalism [6, 7].

For uniformly hyperbolic dynamical systems there is a good theory of thermodynamic formalism, and results on large deviations were obtained in [11, 13, 17, 23, 24]. A general class of one-dimensional maps was considered in [10].

For nonuniformly hyperbolic systems, recent progress [1, 2] yields strong results when it is known that there is a unique equilibrium measure. A different approach taken in [15] exploits quasicompactness (following [8]) and yields exponential large deviation results for Hölder observables of nonuniformly hyperbolic systems modelled by Young towers with exponential tails [25]. Subsequently, in [21] similar results were obtained by independently following the same approach as in [8, 15].

The work of Melbourne and Nicol [15] also addressed subexponential decay rates for large deviations. Noting [15, Formula (3.2)], their main result in this direction can be expressed as follows.

Theorem 1.1 ([15]). Let $\beta > 1$. Let $\phi \in L^\infty(X)$ and suppose that

$$| \int_X \phi \psi \circ T^n \, d\mu - \int_X \phi \, d\mu \int_X \psi \, d\mu | \leq C_{\phi} \|\psi\|_\infty n^{-\beta},$$
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for all $\psi \in L^\infty(X)$, $n \geq 1$. Then for any $\delta > 0$, 
\[
\mu(\left| \frac{1}{n} \phi_N - \bar{\phi} \right| > \epsilon) \leq C_{\phi, \epsilon, \delta} N^{-(\beta - \delta)}, \quad \text{for all } N \geq 1.
\]

In other words, if $\phi$ has polynomial decay of correlations against all $L^\infty$ test functions, then $\phi$ has large deviations decaying at essentially the same rate.

Young [23] considered a class of nonuniformly expanding dynamical systems (modelled by Young towers with polynomial tails) for which the hypothesis of Theorem 1.1 holds for Hölder observables $\phi$. Hence such observables have polynomial large deviations. Moreover, [15] gave examples where there is a nonempty open set of Hölder observables such that $N^{-\beta}$ is a lower bound for sufficiently large $N$, so the result in [15] is close to optimal.

The hypothesis of Theorem 1.1 cannot hold for invertible maps. Nevertheless there is a class of nonuniformly hyperbolic diffeomorphisms modelled by Young towers with polynomial tails, and standard approximation arguments reduce both decay of correlations (against Hölder test functions) and large deviations to the noninvertible situation. (We refer to [15] for examples where these results apply.)

The method in [15] requires $\beta > 1$ (summable decay of correlations). In this paper, we obtain large deviations for all $\beta > 0$. Unexpectedly, the more general argument presented here gives slightly better results even for $\beta > 1$.

**Theorem 1.2** (Large deviations). Let $\beta > 0$. Let $\phi \in L^\infty(X)$ and suppose that
\[
\left| \int_X \phi \psi \circ T^n d\mu - \int_X \phi \psi d\mu \right| \leq C_{\phi, \psi} \|\psi\|_\infty n^{-\beta},
\]
for all $\psi \in L^\infty(X)$, $n \geq 1$. Then for any $\epsilon > 0$,
\[
\mu(\left| \frac{1}{n} \phi_N - \bar{\phi} \right| > \epsilon) \leq C_{\phi, \epsilon} N^{-\beta}, \quad \text{for all } N \geq 1.
\]

We also obtain results on moderate deviations.

**Theorem 1.3** (Moderate deviations). Assume the hypotheses of Theorem 1.2 and let $\tau \in (\frac{1}{2}, 1)$. Then
\[
\mu(\left| \frac{1}{N} (\phi_N - N \bar{\phi}) \right| > \epsilon) \leq \begin{cases} 
C_{\phi, \epsilon} (\ln N)^{\beta} N^{-\beta (2\tau - 1)}, & \beta \geq 1 \\
C_{\phi, \epsilon} N^{-\beta (2(1 - \tau))}, & \beta < 1 
\end{cases}
\]
for all $N \geq 1$.

**Remark 1.4.** As in [15], Theorems 1.2 and 1.3 apply immediately to nonuniformly expanding and nonuniformly hyperbolic systems modelled by Young towers with polynomial tails.

**Remark 1.5.** We have suppressed the dependence of the constants $C_{\phi, \epsilon}$ (and $C_{\phi, \epsilon, \delta}$) on $\beta$ and $\tau$. As was the case in [15], the constants $C_{\phi, \epsilon}$ are continuous functions of $C_{\phi}$ and $\epsilon$ (explicit formulas are given in Section 2). In particular, the $\epsilon$ dependence has the form $C_{\beta/q} \epsilon^{-2q}$, where $q = \max\{1, \beta\}$ in Theorem 1.2 and $q = \max\{1, \beta\}$ in Theorem 1.3 (But note Remark 2.2). In the applications to nonuniformly hyperbolic systems, $C_{\phi}$ is a scalar multiple of the Hölder constant of $\phi$.

**Example 1.6.** Intermittency (Pomeau-Manneville) maps $T : [0, 1] \to [0, 1]$ with an indifferent fixed point at 0 have been studied by various authors, including [9, 12, 20, 26]. These maps are given by
\[
Tx = \begin{cases} 
(1 + 2^a x^a), & 0 \leq x < \frac{1}{2} \\
2x - 1, & \frac{1}{2} \leq x < 1
\end{cases}
\]
for $\alpha \in (0, 1)$. There is a unique ergodic invariant probability measure $\mu$ equivalent to Lebesgue, and the hypotheses of Theorems 1.2 and 1.3 are satisfied with $\beta = \frac{1}{\alpha} - 1$. Hence we obtain large and moderate deviations for all $\alpha \in (0, 1)$. These results are completely new for $\alpha \in \left[\frac{1}{2}, 1\right)$ (the regime where the central limit theorem fails) and slightly improve existing results [15] for $\alpha \in (0, \frac{1}{2})$.

By [15, Proposition 3.3], there is a nonempty open set of H"older observables $\phi$ for which $N^{-\beta}$ is a lower bound for large deviations for $N$ sufficiently large. For these observables, we have

$$\lim_{N \to \infty} \frac{\log \mu(|\frac{1}{N}\phi_N - \bar{\phi}| > \epsilon)}{\log N} = -\beta.$$ 

Moreover, it follows that there is an open and dense set of H"older observables $\phi$ for which $N^{-\beta}$ is a lower bound for infinitely many values of $N$. (This is proved in the appendix, slightly improving [15, Theorem 3.5].) For these observables, we have

$$\limsup_{N \to \infty} \frac{\log \mu(|\frac{1}{N}\phi_N - \bar{\phi}| > \epsilon)}{\log N} = -\beta.$$ 

**Example 1.7.** Planar billiards are an important class of examples in mathematical physics and provide a number of situations where the hypotheses of Theorems 1.2 and 1.3 are satisfied with $\beta = 1$: Bunimovich stadia [5, 14], dispersing billiards with cusps [3, 5], and certain classes of semi-dispersing billiards [4, 5]. We are not aware of previous results on large or moderate deviations for any of these examples.

**Remark 1.8.** The moderate deviation results give estimates for $\tau > \frac{1}{2}$ if $\beta \geq 1$, and for $\tau > 1 - \beta/2$ if $0 < \beta < 1$. It is not likely that these estimates are optimal at least for $\beta < 1$.

**Remark 1.9.** Independently, Pollicott and Sharp [18] have obtained similar results for intermittency maps, building upon previous work in [19]. For $\beta \leq 1$ in Example 1.6 they too obtain the optimal rate $1/N^\beta$. For $\beta > 1$, their upper bound improves upon that in [16] but is weaker than our rate (which is optimal).

Pollicott and Sharp [18] also consider Level II results for measures, in addition to Level I results for functions of the type considered in this paper. Indeed, the argument of [18, Theorem 3] to deduce Level II from Level I goes through here without change. Hence we obtain the following result which applies to all nonuniformly hyperbolic dynamical systems modelled by Young towers (including Examples 1.6 and 1.7), and hence generalises and strengthens [18, Theorem 3].

**Theorem 1.10 (Level II).** Suppose that $X$ is a compact metric space and that the hypothesis (or conclusion) of Theorem 1.2 holds for all H"older continuous observables $\phi$ of some fixed H"older exponent. Let $\mathcal{M}$ be the set of Borel probability measures on $X$ with the weak*-topology.

If $K \subset \mathcal{M}$ is a compact subset with $\mu \notin K$, then

$$\mu\left\{x \in X : \frac{1}{N} \sum_{j=0}^{N-1} \delta_{T^jx} \in K\right\} \leq C_K N^{-\beta}, \text{ for all } N \geq 1.$$
2. Proof of the main results

Let $T : X \to X$ be a measurable transformation with Koopman operator $U : L^2(X) \to L^2(X)$ given by $U\phi = \phi \circ T$ and transfer operator $P = U^* : L^2(X) \to L^2(X)$.

**Lemma 2.1.** Let $\beta > 0$ and $q \geq 1$. Let $\phi \in L^\infty$ with $\int_X \phi \, d\mu = 0$. Suppose that $| \int_X \phi \psi \circ T^n \, d\mu | \leq C_\phi \| \psi \|_\infty n^{-\beta}$ for all $\psi \in L^\infty(X)$, $n \geq 1$.

Then $\| \phi_N \|_{2q}^2 \leq C_{\beta,q} C_\phi^q \| \phi \|_{\infty}^{2q-1} g(N)$ for $N$ sufficiently large, where

$$g(N) = \begin{cases} N^{2q-\beta}, & q > \beta \\ N^q (\ln N)^q, & q = \beta \end{cases}.$$ 

**Proof.** Since $P = U^*$ we have $| \int_X (P^n \phi \psi) \, d\mu | \leq C_\phi \| \psi \|_\infty n^{-\beta}$ for all $\psi \in L^\infty(X)$, $n \geq 1$. Taking $\psi = \text{sgn} P^n \phi$, we obtain $\| P^n \phi \|_1 \leq C_\phi n^{-\beta}$. Hence $\int_X |P^n \phi|^q \, d\mu \leq \| P^n \phi \|_\infty^q \int_X |P^n \phi| \, d\mu \leq \| \phi \|_\infty g_q C_\phi n^{-\beta}$. It follows that $\| P^n \phi \|_q \leq C_\phi^q n^{-\beta/q}$ where $C_\phi^q = C_\phi^q \| \phi \|_\infty^{1/q} / q$.

Define

$$\chi^k = \sum_{j=1}^k P^j \phi, \quad \psi^k = \phi + \chi^k - \chi^k \circ T - P^k \phi.$$ 

Then $\| \psi^k \|_q \leq C_\phi^q g_0(k)$ and $\| \psi^k \|_q \leq 2C_\phi^q g_0(k)$ for $k$ sufficiently large, where

$$g_0(k) = \begin{cases} 2(1 - \beta/q)^{-1} k^{1-\beta/q}, & q > \beta \\ 2 \ln k, & q = \beta \end{cases}.$$ 

We compute that $P \psi^k = 0$ so that $\{ \psi^k \circ T^j; j = 0, 1, 2, \ldots \}$ is a sequence of reverse martingale differences. As usual, we may pass to the natural extension, and so may suppose without loss that $\{ \psi^k \circ T^j; j = 0, 1, 2, \ldots \}$ is a sequence of martingale differences with respect to a filtration $\{ \mathcal{F}_j; j = 0, 1, 2, \ldots \}$.

Rio’s inequality [22, Theorem 2.5] (or [10, Proposition 7]) guarantees that

$$\| \phi_N \|_{2q}^2 \leq (4q \sum_{i=1}^N b_{i,N})^q,$$

where

$$b_{i,N} = \max_{i \leq u \leq N} \| \phi \circ T^i \sum_{\ell=i}^u E(\phi \circ T^\ell | \mathcal{F}_i) \|_q \leq \| \phi \|_\infty \sum_{i \leq u \leq N} \| \sum_{\ell=i}^u E(\phi \circ T^\ell | \mathcal{F}_i) \|_q.$$

It follows from the decomposition [21] that

$$\sum_{\ell=i}^u E(\phi \circ T^\ell | \mathcal{F}_i) = \psi^k \circ T^i + E(\chi^k \circ T^{u+1} | \mathcal{F}_i) - E(\chi^k \circ T^i | \mathcal{F}_i) + \sum_{\ell=i}^u E(P^{k \phi} \circ T^\ell | \mathcal{F}_i),$$

so that

$$\| \sum_{\ell=i}^u E(\phi \circ T^\ell | \mathcal{F}_i) \|_q \leq \| \psi^k \|_q + 2\| \chi^k \|_q + N \| P^{k \phi} \|_q \leq C_\phi^q (4g_0(k) + Nk^{-\beta/q}).$$

Hence $b_{i,N} \leq C_\phi^q (4g_0(k) + Nk^{-\beta/q})$, where $C_\phi^q = \| \phi \|_\infty^{2-1/q} C_\phi^{1/q}$. Taking $k = N$ yields the required (optimal) estimates. 

\[ \square \]
Proof of Theorems 1.2 and 1.3 Without loss, we may suppose that \( \bar{\phi} = 0 \). Hence we are in the situation of Lemma 2.1. By Markov’s inequality, \( \mu(\frac{1}{N} \phi_N > \epsilon) \leq \epsilon^{-2q} N^{-2\tau q} \| \phi_N \|_{2q}^2 \). We choose \( q \geq 1 \) in accordance with Lemma 2.1. For the large deviation estimate, take \( q > \max\{1, \beta\} \). For the moderate deviation estimate, set \( q = \max\{1, \beta\} \).

Remark 2.2. Note that the moderate deviation estimate in Theorem 1.3 gives an alternative estimate for large deviations (setting \( \tau = 1 \)) which is stronger in \( \epsilon \) but weaker in \( N \). Taking \( q \in (\beta, \infty) \) (and \( k = \infty \)) recovers the estimate \( O(\epsilon^{-2q} N^{-q}) \) obtained in [15] which is even stronger in \( \epsilon \) but even weaker in \( N \).

Appendix A. Lower bounds

The following result is proved in [15] for certain maps \( T : X \to X \) (such as those in Example 1.6) that are particularly well-modelled by Young towers; see [15, Remark 3.6]. In such situations the following results hold.

Proposition 1.1 ([15, Proposition 3.3]). There exists \( c_0 > 0 \) with the property that for any \( \delta > 0 \) there exists \( N_0 \geq 1 \) and \( \phi \) Hölder with mean zero and \( \| \phi \| / \delta \) such that for any \( N \geq N_0 \) and \( \phi \) Hölder with mean zero and \( \| \phi \| / \delta \) such that for any \( N \geq N_0 \). Moreover, this estimate holds for all nearby Hölder observables \( \phi \).

Proof. Assuming that we are in the situation of [15, Remark 3.6], it suffices to work on the Young tower itself. We assume familiarity with the notation of Young towers [26] as used in [15]. In particular, let \( \Delta \) be a tower with base \( Y \), invariant measure \( \mu_{\Delta} \) and return function \( R : Y \to \mathbb{Z}^+ \). By assumption, \( \mu_{\Delta}(y \in Y : R(y) > n) \sim N^{-(\beta+1)} \). For \( N \geq 1 \), define \( D_N = \{ (y, \ell) \in \Delta : R(y) \geq N \} \) and \( E_N = \{ (y, \ell) \in D_N : \ell < R(y) - N - 1 \} \). Then \( \mu_{\Delta}(D_N) \sim N^{-\beta} \) and \( \mu_{\Delta}(E_N) \sim N^{-\beta} \). We choose \( c_0 > 0 \) so that \( \mu_{\Delta}(E_N) \geq c_0 N^{-\beta} \).

Let \( N_0 \geq 1 \) and choose \( \phi \equiv \frac{1}{\bar{N}} \delta \) on \( D_{N_0} \). Then \( m_{\Delta}(\frac{1}{\bar{N}} \phi_N) \geq \frac{1}{\bar{N}} \delta \) \( \geq \mu_{\Delta}(E_N) \geq c_0 N^{-\beta} \) for all \( N \geq N_0 \). Set \( \phi = -a \) on \( \Delta - D_{N_0} \), where \( a > 0 \) is chosen so that \( \phi = 0 \). Since \( a \to 0 \) as \( N_0 \to \infty \), we can choose \( N_0 \) sufficiently large so that \( \| \phi \| = \frac{1}{\bar{N}} \delta \). Hence the required estimates hold for \( \phi \) and for all nearby observables. 

Let \( c_1 = c_0 / 2 \). Let \( \mathcal{A} \) denote the subset of Hölder observables \( \psi \) satisfying the property that there exists \( c_0 > 0 \) such that for all \( \epsilon < (0, c_0) \) we have \( \mu((\frac{1}{\bar{N}} \psi_N - \bar{\psi}) \geq \epsilon) \geq c_1 / N^\beta \) for infinitely many values of \( N \).

Corollary A.2. The subset \( \mathcal{A} \) is open and dense in the space of Hölder observables.

Proof. Suppose that \( \psi \not\in \mathcal{A} \). Given \( \delta > 0 \), construct \( \phi \) as above and let \( \psi' = \psi + \phi \). (So \( \bar{\psi}' = \psi \).) Choose \( c_0 < \delta / 4 \). Then there exists \( \epsilon \in (0, c_0) \) such that \( \mu((\frac{1}{\bar{N}} \psi_N - \bar{\psi}) \geq \epsilon) \leq c_1 / N^\beta \) for all sufficiently large \( N \). Since \( \delta > 4 \epsilon \), \( \mu((\frac{1}{\bar{N}} \phi_N) \geq 2 \epsilon) \geq c_0 / N^\beta \) for sufficiently large \( N \). It follows that

\[
\mu((\frac{1}{\bar{N}} \psi'_N - \bar{\psi}') \geq \epsilon) \geq \mu((\frac{1}{\bar{N}} \phi_N) \geq 2 \epsilon) \text{ and } |\frac{1}{\bar{N}} \psi_N - \bar{\psi}| < \epsilon
\]

\[
\geq \mu((\frac{1}{\bar{N}} \phi_N) \geq 2 \epsilon) - \mu((\frac{1}{\bar{N}} \psi_N - \bar{\psi}) \geq \epsilon)
\]

\[
\geq (c_0 - c_1) / N^\beta = c_1 / N^\beta.
\]

Since \( c_0 \) (and hence \( \epsilon \)) is arbitrarily small, the result follows. \( \square \)
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