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Abstract. This paper concerns minimization and maximization of the first eigenvalue in problems involving the $p$-Laplacian, under homogeneous Dirichlet boundary conditions. Physically, in the case of $N = 2$ and $p$ close to 2, our equation models the vibration of a nonhomogeneous membrane $\Omega$ which is fixed along the boundary. Given several materials (with different densities) of total extension $|\Omega|$, we investigate the location of these materials inside $\Omega$ so as to minimize or maximize the first mode in the vibration of the membrane.

1. Introduction

Let $\Omega$ be a bounded smooth domain in $\mathbb{R}^N$ and let $g_0$ be a measurable function satisfying $0 \leq g_0 \leq H$ in $\Omega$, where $H$ is a positive constant. To avoid trivial situations, we always assume $g_0 \not\equiv 0$ and $g_0 \not\equiv H$. Define $\mathcal{G}$ as the family of all measurable functions which are rearrangements of $g_0$. This paper is concerned with the following eigenvalue problems:

\begin{equation}
-\Delta_p u = \lambda g u^{p-1}, \quad u(x) > 0 \text{ in } \Omega, \quad u = 0 \text{ on } \partial\Omega,
\end{equation}

where $p > 1$, $g \in \mathcal{G}$, $\lambda = \lambda_g$ is the first eigenvalue and $u = u(x)$ is a corresponding eigenfunction. The operator $\Delta_p : W_0^{1,p}(\Omega) \rightarrow W^{-1,p'}(\Omega)$, $p' = p/(p-1)$, stands for the usual $p$-Laplacian defined as

$$\langle -\Delta_p u, v \rangle = \int_{\Omega} |\nabla u|^{p-2} \nabla u \cdot \nabla v \, dx.$$ 

The first eigenvalue $\lambda$ is obtained by minimizing the associated Rayleigh quotient

$$\lambda = \inf \left\{ \frac{\int_{\Omega} |\nabla v|^p \, dx}{\int_{\Omega} g |v|^p \, dx} : \, v \in W_0^{1,p}(\Omega), \, v \not\equiv 0 \right\}.$$ 

It is well known that the minimum is attained \[17\]. Obviously, if $u(x)$ is a minimizer, so is $|u(x)|$; therefore, we may assume $u(x) \geq 0$. By regularity results for quasilinear elliptic equations \[13\] we have $u(x) \in C^{1,\beta}$ for some $\beta \in (0,1)$. Moreover, by using Harnack’s inequality or a strong maximum principle \[19\] we find that $u(x) > 0$ in $\Omega$. An important fact that we will use later is the uniqueness, up to a constant factor, of $u(x)$. For a proof of the uniqueness of the normalized first eigenfunction we refer to \[1\], \[11\], \[14\].
We are interested in the following optimization problems:

\[
\inf_{g \in \mathcal{G}} \lambda_g, \quad \sup_{g \in \mathcal{G}} \lambda_g.
\]

Let us give a motivation for the study of problems (1.2) in the case of \( N = 2 \). Physically, in the case of \( p \) close to 2, our equation models the vibration of a non-homogeneous membrane \( \Omega \) which is fixed along the boundary \( \partial \Omega \). Given several materials (with different densities) of total extension \( |\Omega| \), we investigate the location of these materials inside \( \Omega \) so as to minimize or maximize the first mode in the vibration of the corresponding membrane. An interesting paper devoted to the class of rearrangements \( \mathcal{G} \) problems of this kind is [9], where the case \( p = 2 \) and \( g_0(x) = h \chi_D + H \chi_{\Omega \setminus D} \) is discussed. Here \( h \) is a constant such that \( 0 \leq h < H \) and \( D \) is a subset of \( \Omega \) such that \( 0 < |D| < |\Omega| \). The minimization problem, again in the linear case and with \( g_0 \) having two values only, has been discussed in [7], where several deep results are derived. For a collection of results on eigenvalue problems in the linear case we refer to the recent book [13] and the references therein.

In the case of \( p \neq 2 \) and general \( g \), most of the techniques used in [9] and in [7] seem not to apply. In the present paper we make use of recent interesting results on rearrangements contained in [4] and [5]. We observe that some of our results regarding the existence of the minimum were proved in [10] and in [16]. Related results about a different problem can be found in [8] and [15].

The present paper is organized as follows. In Section 2 we collect some definitions and known results. In Section 3 we investigate the minimization of \( \lambda_g \) for \( g \) belonging to the class \( \mathcal{G} \). We prove a result of existence and a result of representation of a minimizer. In case \( \Omega \) is a ball we prove the uniqueness of the minimizer. In Section 4 we investigate the maximization of \( \lambda_g \). We find results of existence, uniqueness and representation of the maximizer.

2. Preliminaries

If \( u(x) > 0 \) is a solution to the eigenvalue problem (1.1), we have

\[
\lambda_g = \frac{\int_{\Omega} |\nabla u|^p dx}{\int_{\Omega} g u^p dx} = \inf_{v \in W_0^{1,p}(\Omega), v > 0} \frac{\int_{\Omega} |\nabla v|^p dx}{\int_{\Omega} g v^p dx}.
\]

As usual, denote with \( |E| \) the Lebesgue measure of the (measurable) set \( E \). Given a function \( g_0(x) \) defined in \( \Omega \) and satisfying \( 0 \leq g_0(x) \leq H \), we say that \( g(x) \) belongs to the class of rearrangements \( \mathcal{G} = \mathcal{G}(g_0) \) if

\[
|\{ g(x) \geq \beta \}| = \{|g_0(x) \geq \beta\}| \quad \forall \beta \geq 0.
\]

Here and in what follows we write \( \{ g(x) \geq \beta \} \) instead of \( \{ x \in \Omega : g(x) \geq \beta \} \).

We make use of the following results.

**Lemma 2.1.** Let \( g \in L^r(\Omega), r > 1, \) and let \( u \in L^s(\Omega), s = r/(r - 1) \). Suppose that every level set of \( u \) (that is, sets of the form \( u^{-1}(\{a\}) \)) has measure zero. Then there exists an increasing function \( \phi \) such that \( \phi(u) \) is a rearrangement of \( g \). Furthermore, there exists a decreasing function \( \psi \) such that \( \psi(u) \) is a rearrangement of \( g \).

**Proof.** The first assertion follows from Lemma 2.9 of [5]. The second assertion follows by applying the first one to \( -u \).

In what follows we denote with \( \mathcal{G} \) the weak closure of \( \mathcal{G} \) in \( L^r(\Omega) \).
Lemma 2.2. Let $\mathcal{G}$ be the set of rearrangements of a fixed function $g_0 \in L^r(\Omega)$, $r > 1$, $g_0 \neq 0$, and let $u \in L^s(\Omega)$, $s = r/(r - 1)$, $u \neq 0$. If there is an increasing function $\phi$ such that $\phi(u) \in \mathcal{G}$, then
\[
\int_{\Omega} g \, u \, dx \leq \int_{\Omega} \phi(u) \, u \, dx \quad \forall g \in \mathcal{G},
\]
and the function $\phi(u)$ is the unique maximizer relative to $\mathcal{G}$. Furthermore, if there is a decreasing function $\psi$ such that $\psi(u) \in \mathcal{G}$, then
\[
\int_{\Omega} g \, u \, dx \geq \int_{\Omega} \psi(u) \, u \, dx \quad \forall g \in \mathcal{G},
\]
and the function $\psi(u)$ is the unique minimizer relative to $\mathcal{G}$.

Proof. The first assertion follows from Lemma 2.4 of [5]. To prove the second assertion we put $\phi(t) = \psi(-t)$. Since $\phi$ is increasing, applying the previous result we have
\[
\int_{\Omega} g (-u) \, dx \leq \int_{\Omega} \phi(-u) \, (-u) \, dx \quad \forall g \in \mathcal{G},
\]
and $\phi(-u) = \psi(u)$ is the unique function satisfying the inequality. Equivalently, we have
\[
\int_{\Omega} g \, u \, dx \geq \int_{\Omega} \psi(u) \, u \, dx \quad \forall g \in \mathcal{G}.
\]
The lemma is proved.

Lemma 2.3. Let $\mathcal{G}$ be the set of rearrangements of a fixed function $g_0 \in L^r(\Omega)$, $r > 1$, $g_0 \neq 0$, and let $u \in L^s(\Omega)$, $s = r/(r - 1)$. There exist $g \in \mathcal{G}$ and $\overline{g} \in \mathcal{G}$ such that
\[
\int_{\Omega} g \, u \, dx \leq \int_{\Omega} g \, u \, dx \leq \int_{\Omega} \overline{g} \, u \, dx \quad \forall g \in \mathcal{G}.
\]

Proof. The proof follows from Lemma 2.4 of [5].

Next we recall a well-known rearrangement inequality. For $u$ nonnegative in $\Omega$, $u^*$ denotes the decreasing Schwarz rearrangement of $u$; that is, $u^*$ is defined in $B$, the ball centered at the origin with volume equal to $|\Omega|$, is radially symmetric, decreases as $|x|$ increases, and satisfies
\[
|\{x \in \Omega : u(x) \geq \beta\}| = |\{x \in B : u^*(x) \geq \beta\}| \quad \forall \beta \geq 0.
\]
If $u \in W_0^{1,p}(\Omega)$, $p > 1$, is nonnegative and if $u^*$ denotes the Schwarz rearrangement of $u$, then $u^* \in W_0^{1,p}(B)$ and the inequality
\[
(2.1) \quad \int_B |\nabla u^*|^p \, dx \leq \int_{\Omega} |\nabla u|^p \, dx
\]
holds. The case of equality in (2.1) has been considered in [3]. We have

Lemma 2.4. Let $u \in W_0^{1,p}(\Omega)$ be nonnegative, and suppose equality holds in (2.1). Moreover, if $M$ is the essential superior of $u$ over $\Omega$, suppose
\[
|\{x \in \Omega : \nabla u^*(x) = 0, \ 0 < u^*(x) < M\}| = 0.
\]
Then $u$ is a translate of $u^*$.

Proof. See Theorem 1.1 of [3].
3. Minimization

Let $\Omega \subset \mathbb{R}^N$ be a smooth domain and let $p > 1$, $H > 0$ be two real numbers. Let $\mathcal{G}$ be the family of all rearrangements of a given function $g_0$ with $0 \leq g_0(x) \leq H$, $g_0(x) \neq 0$, $g_0(x) \neq H$. For $g \in \mathcal{G}$, the first eigenvalue $\lambda = \lambda_g$ of problem (1.1) depends on $g$. We start with the investigation of the problem

$$\inf_{g \in \mathcal{G}} \lambda_g.$$  

Recalling the variational property of the first eigenvalue we can formulate the previous problem as

$$\inf_{g \in \mathcal{G}} \inf_{v \in W^{1,p}_0(\Omega)}, v > 0 \frac{\int_{\Omega} |\nabla v|^p dx}{\int_{\Omega} g v^p dx}.$$  

**Theorem 3.1.** Let $0 \leq g_0(x) \leq H$, $g_0(x) \neq 0$, $g_0(x) \neq H$, and let $\mathcal{G}$ be the class of all rearrangements of $g_0$. There exists $\overline{\lambda} \in \mathcal{G}$ such that

$$\lambda_{\overline{\lambda}} = \inf_{g \in \mathcal{G}} \lambda_g.$$  

**Proof.** Let

$$I = \inf_{g \in \mathcal{G}} \lambda_g = \lim_{i \to \infty} \lambda_{g_i} = \lim_{i \to \infty} \frac{\int_{\Omega} |\nabla u_i|^p dx}{\int_{\Omega} g_i u_i^p dx},$$

where $u_i = u_{g_i}$ is the positive eigenfunction corresponding to $g_i$ normalized so that

$$\int_{\Omega} u_i^p dx = 1.$$  

We note that $\{u_i\}$ is bounded in the $W^{1,p}(\Omega)$ norm. Therefore, some subsequence (still denoted $\{u_i\}$) converges weakly in $W^{1,p}(\Omega)$ to a function $\tilde{u}$. We can also assume that $\{u_i\}$ converges strongly to $\tilde{u}$ in $L^{p+r}(\Omega)$ for some $r > 0$ [12, Theorem 7.22]. Furthermore, since $\{g_i\}$ is bounded in $L^\infty(\Omega)$, it must contain a subsequence (still denoted $\{g_i\}$) converging weakly to $\eta \in L^r(\Omega)$ for any $r > 1$. We have

$$\int_{\Omega} g_i u_i^p dx - \int_{\Omega} \eta \tilde{u}^p dx = \int_{\Omega} (g_i - \eta) \tilde{u}^p dx + \int_{\Omega} g_i (u_i^p - \tilde{u}^p) dx.$$  

We find

$$\lim_{i \to \infty} \int_{\Omega} (g_i - \eta) \tilde{u}^p dx = 0,$$

because $\tilde{u}^p \in L^s$ for some $s > 1$ and $g_i \to \eta$ weakly in $L^r$ for $r = s/(s-1)$. Moreover,

$$\lim_{i \to \infty} \int_{\Omega} g_i (u_i^p - \tilde{u}^p) dx = 0.$$  

The latter result can be proved by using Lebesgue’s theorem as follows. Since $u_i \to \tilde{u}$ in $L^p$, we have (up to a subsequence)

$$\lim_{i \to \infty} g_i (u_i^p - \tilde{u}^p) = 0 \text{ a.e. in } \Omega,$$

and

$$g_i |u_i^p - \tilde{u}^p| \leq H (\psi^p + \tilde{u}^p),$$

for some integrable function $\psi^p$. Indeed, since $u_i$ converges in $L^p$ one can find $\psi \in L^p$ such that $u_i(x) \leq \psi(x)$ a.e. for some subsequence of $u_i$.
Hence,
\begin{equation}
(3.3) \quad \lim_{i \to -\infty} \int_{\Omega} g_i u_i^p dx = \int_{\Omega} \tilde{u}^p dx.
\end{equation}

By Lemma 2.3 we can find \( \tilde{g} \in \mathcal{G} \) such that
\begin{equation}
(3.4) \quad \int_{\Omega} \eta \tilde{u}^p dx \leq \int_{\Omega} \tilde{g} \tilde{u}^p dx.
\end{equation}

By using the semicontinuity of the Dirichlet integral \( \int_{\Omega} |\nabla u|^p dx \) together with (3.3) and (3.4) we have
\begin{equation}
(3.5) \quad I = \lim_{i \to -\infty} \frac{\int_{\Omega} |\nabla u_i|^p dx}{\int_{\Omega} g_i u_i^p dx} \geq \frac{\int_{\Omega} |\nabla \tilde{u}|^p dx}{\int_{\Omega} \eta \tilde{u}^p dx} \geq \frac{\int_{\Omega} |\nabla \tilde{u}|^p dx}{\int_{\Omega} \tilde{g} \tilde{u}^p dx} = \lambda_{\tilde{g}} \geq I.
\end{equation}

If \( \lambda_{\tilde{g}} \) is the eigenvalue corresponding to \( \tilde{g} \), and if \( u_{\tilde{g}} \) is a corresponding eigenfunction, then we have
\begin{equation}
\frac{\int_{\Omega} |\nabla \tilde{u}|^p dx}{\int_{\Omega} \tilde{g} \tilde{u}^p dx} \geq \frac{\int_{\Omega} |\nabla u_{\tilde{g}}|^p dx}{\int_{\Omega} \tilde{g} u_{\tilde{g}}^p dx} = \lambda_{\tilde{g}} \geq I.
\end{equation}

By (3.5) and the last inequality we have \( I = \lambda_{\tilde{g}} \). The theorem is proved. \( \square \)

We prove the so-called Euler-Lagrange equation for solutions of our minimization problem.

**Theorem 3.2.** Suppose \( \tilde{g} \) is a solution of the minimization problem as in Theorem 3.1. There exists an increasing function \( \phi \) such that
\begin{equation}
\tilde{g} = \phi(u_{\tilde{g}})
\end{equation}

almost everywhere in \( \Omega \).

**Proof.** If \( u_{\tilde{g}} \) is the positive normalized eigenfunction corresponding to the minimizer \( \tilde{g} \), for any \( g \in \mathcal{G} \) we have
\begin{equation}
\int_{\Omega} \frac{|\nabla u_{\tilde{g}}|^p dx}{\tilde{g} u_{\til{g}}^p dx} \leq \int_{\Omega} \frac{|\nabla g|^p dx}{g^p dx}.
\end{equation}

Hence,
\begin{equation}
(3.6) \quad \int_{\Omega} g u_{\til{g}}^p dx \leq \int_{\Omega} \til{g} u_{\til{g}}^p dx
\end{equation}

for all \( g \in \mathcal{G} \).

On the other side, we know that the function \( u_{\til{g}} \) satisfies the eigenvalue equation
\begin{equation}
(3.7) \quad -\Delta_p u_{\til{g}} = \lambda \til{g} u_{\til{g}}^{p-1}.
\end{equation}

By (3.7), the function \( u_{\til{g}} \) cannot have level sets of positive measure on \( \{\til{g}(x) > 0\} \). If the set \( \{\til{g}(x) = 0\} \) has zero measure, by Lemma 2.1, inequality (3.6) and Lemma 2.2 we infer the existence of an increasing function \( \phi_1 \) such that \( \til{g} = \phi_1(u_{\til{g}}^p) \). Thus, in this case, the theorem follows with \( \phi(t) = \phi_1(t^p) \). Otherwise, setting \( E = \{\til{g}(x) = 0\} \), we define
\begin{equation}
S = \sup_{x \in E} (u_{\til{g}}(x))^p.
\end{equation}

We claim that \( (u_{\til{g}}(x))^p \geq S \) on \( \{\til{g}(x) > 0\} \) a.e. Arguing by contradiction suppose the claim is false. Therefore there exist a number \( S_1 < S \) and a subset \( A \) of \( \{\til{g}(x) > 0\} \) with \( |A| > 0 \) such that \( (u_{\til{g}}(x))^p < S_1 \) on \( A \) a.e. Now let \( S_1 < S_2 < S \). We can find a set \( D \) of positive measure contained in \( E \) such that \( (u_{\til{g}}(x))^p > S_2 \) a.e. on \( D \).
We can assume $|A| = |D|$. Next, consider a measure-preserving map $T : A \rightarrow D$ (cf. [6], proof of Lemma 2.6). Using $T$ we define a particular rearrangement of $g$, denoted by $g_1$, as follows:

$$
 g_1(x) = \begin{cases} 
 g(Tx) & x \in A, \\
 g(T^{-1}x) & x \in D, \\
 g & x \in \Omega \setminus (A \cup D).
\end{cases}
$$

Thus

$$
 \int_\Omega g_1 u_\Omega^p \, dx - \int_\Omega g u_\Omega^p \, dx = \int_{A \cup D} g_1 u_\Omega^p \, dx - \int_{A \cup D} g u_\Omega^p \, dx
$$

$$
 = \int_A g_1 u_\Omega^p \, dx + \int_A g u_\Omega^p \circ T \, dx - \int_A g u_\Omega^p \, dx - \int_A g_1 u_\Omega^p \circ T \, dx
$$

$$
 = \int_A (u_\Omega^p \circ T - u_\Omega^p)(g - g_1) \, dx > (S_2 - S_1) \int_A g \, dx > 0.
$$

Therefore $\int_\Omega g_1 u_\Omega^p \, dx > \int_\Omega g u_\Omega^p \, dx$, which contradicts (3.6).

Since $u_\Omega$ cannot have level sets of positive measure on $\Omega \setminus E$, by Lemma 2.1 we infer the existence of an increasing function $\phi_1 : (S, \infty) \rightarrow [0, H]$ such that $\phi_1(u_\Omega^p)$ is a rearrangement of $g$ on $\Omega \setminus E$. Now we define an increasing function $\phi_2$ as

$$
 \phi_2(t) = \begin{cases} 
 0 & t \leq S, \\
 \phi_1(t) & t > S.
\end{cases}
$$

Since $\phi_2(u_\Omega^p)$ is a rearrangement of $g$ on $\Omega$, by inequality (3.6) and Lemma 2.2 we infer that $g = \phi_2(u_\Omega^p)$. The theorem follows by taking $\phi(t) = \phi_2(t^p)$.

\(\square\)

**Remarks.** Theorem 3.2 gives some information on the location of the materials in order to minimize the first eigenvalue. Indeed, since the associated eigenfunction $u_\Omega$ vanishes on the boundary $\partial \Omega$, and $g = \phi(u_\Omega)$ with $\phi$ increasing, the material with higher density must be located where $u_\Omega$ is large, that is, far from $\partial \Omega$.

Since the function $\phi$ which appears in Theorem 3.2 is increasing, we cannot prove uniqueness of a minimizer $g$ in general. For counterexamples in the case of $p = 2$, we refer to [7]. However, in [7] the uniqueness of a minimizer is proved when $p = 2$, $g_0 = h_\chi_D + H^\chi_{\Omega\setminus D}$ and $\Omega$ is a ball. We now prove a similar result for our situation.

**Theorem 3.3.** Let $B$ be a ball in $\mathbb{R}^N$, and let $\Omega$ be a minimizer of problem (3.1) with $\Omega = B$. Then $\Omega = \Omega^*$.

**Proof.** If $\lambda_\Omega$ is the eigenvalue associated with $\Omega$, and if $u_\Omega$ is the corresponding normalized eigenfunction we have

$$
 \lambda_\Omega = \frac{\int_B |\nabla u_\Omega|^p \, dx}{\int_B u_\Omega^p \, dx}.
$$

Recalling (2.1) and the standard inequality on rearrangements

$$
 \int_B g u_\Omega^p \, dx \leq \int_B g^* ((u_\Omega^*)^p \, dx,
$$

we find

$$
 \lambda_\Omega = \frac{\int_B |\nabla u_\Omega|^p \, dx}{\int_B u_\Omega^p \, dx} \geq \frac{\int_B |\nabla (u_\Omega^*)|^p \, dx}{\int_B (u_\Omega^*)^p \, dx}.
$$
If $\lambda_\mathcal{G}$ is the eigenvalue associated with $\mathcal{G}^*$, let $u_{\mathcal{G}^*}$ be the corresponding normalized eigenfunction. We have

$$\int_B |\nabla (u_{\mathcal{G}^*})|^p dx \geq \int_B |\nabla u_{\mathcal{G}^*}|^p dx = \lambda_{\mathcal{G}} \geq \lambda_{\mathcal{G}^*}. \tag{3.11}$$

Hence, equality must hold in (3.10), (3.11) and (3.9). In particular we have

$$\int_B |\nabla u|^p dx = \int_B |\nabla (u_{\mathcal{G}^*})|^p dx \tag{4.1}$$

and

$$\int_B |\nabla (u_{\mathcal{G}^*})|^p dx \geq \int_B |\nabla u_{\mathcal{G}^*}|^p dx = \lambda_{\mathcal{G}^*}. \tag{3.12}$$

By the uniqueness of the first normalized eigenfunction, the last equation yields $u_{\mathcal{G}^*} = (u_{\mathcal{G}^*})^*$. If we write $u(r) = u(x)$ and $g^*(r) = g^*(x)$ for $r = |x|$, the equation corresponding to $u = u_{\mathcal{G}^*}$ can be written as

$$-(r^{N-1}|u'|^{p-1})' = r^{N-1}\lambda_{\mathcal{G}^*} u^{p-1}. \tag{3.13}$$

Integration over $(0, r)$ yields

$$r^{N-1}|u'|^{p-1} = \lambda \int_0^r t^{N-1}\mathcal{G}(t) u^{p-1}(t) dt > 0. \tag{3.14}$$

Therefore we have

$$\{x \in B : \nabla (u_{\mathcal{G}^*}) = 0\} = \{0\}. \tag{3.15}$$

Hence, by (3.12) and Lemma 2.4 we find that $u_{\mathcal{G}^*} = (u_{\mathcal{G}^*})^*$. On the other side, by Theorem 3.2 we have $\mathcal{G} = \phi(u_{\mathcal{G}^*})$ for some increasing function $\phi$. As a consequence, since $u_{\mathcal{G}^*} = (u_{\mathcal{G}^*})^*$, $\mathcal{G}$ is radially symmetric and decreasing for $|x|$ increasing. We conclude that $\mathcal{G} = \mathcal{G}^*$ almost everywhere in $B$. The theorem is proved. \hfill \square

4. Maximization

In this section we investigate the problem

$$\sup_{g \in \mathcal{G}} \lambda_g, \tag{4.1}$$

where $\mathcal{G}$ has the same meaning as in the previous section. We start with some preliminary results.

Lemma 4.1. For $K > 0$, let $G_K = \{g \in L^\infty(\Omega) : 0 \leq g \leq H, \int_\Omega g(x) dx = K\}$. The function

$$g \mapsto \frac{1}{\lambda_g}$$

is strictly convex on $G_K$.

Proof. Let $g_1, g_2 \in G_K$, and let $0 \leq t \leq 1$. If $g = tg_1 + (1-t)g_2$ and if $u_{g_1}, u_{g_1}, u_{g_2}$ are positive eigenfunctions associated with $g_1, g_2$ respectively, we have

$$\frac{1}{\lambda_g} = \frac{\int_\Omega g u_{g_1}^p dx}{\int_\Omega |\nabla u_{g_1}|^p dx} = t \frac{\int_\Omega g_1 u_{g_1}^p dx}{\int_\Omega |\nabla u_{g_1}|^p dx} + (1-t) \frac{\int_\Omega g_2 u_{g_2}^p dx}{\int_\Omega |\nabla u_{g_2}|^p dx} \leq t \frac{\int_\Omega g_1 u_{g_1}^p dx}{\int_\Omega |\nabla u_{g_1}|^p dx} + (1-t) \frac{\int_\Omega g_2 u_{g_2}^p dx}{\int_\Omega |\nabla u_{g_2}|^p dx} = \frac{1}{\lambda_{g_1}} + (1-t) \frac{1}{\lambda_{g_2}}.$$
If $0 < t < 1$ and if equality holds in the above, then
\[ \frac{1}{\lambda_t} = \frac{\int_{\Omega} g_1 u_t^p \, dx}{\int_{\Omega} |\nabla u_t|^p \, dx} \]
and
\[ \frac{1}{\lambda_1} = \frac{\int_{\Omega} g_2 u_t^p \, dx}{\int_{\Omega} |\nabla u_t|^p \, dx}. \]

As a consequence we have
\[ -\Delta_p u_t = \lambda_t g_1 u_t^{p-1} \]
and
\[ -\Delta_p u_t = \lambda_2 g_2 u_t^{p-1}. \]

It follows that
\[ \lambda_t g_1 = \lambda_2 g_2 \quad \text{a.e. in } \Omega. \]

Integrating over $\Omega$ and recalling that $g_1, g_2 \in G_K$ we find $\lambda_t = \lambda_2$ and $g_1 = g_2$ a.e. in $\Omega$. The lemma is proved.

**Lemma 4.2.** The function $g \mapsto \lambda_g$ is continuous with respect to the weak-* topology in $L^\infty(\Omega)$.

**Proof.** Let $g_i \to g$ in the weak-* topology of $L^\infty(\Omega)$. If $\lambda_{g_i}, \lambda_g$ are the eigenvalues associated with $g_i, g$ respectively, and if $u_{g_i}, u_g$ are the corresponding positive eigenfunctions, we have

\[ \lambda_{g_i} = \frac{\int_{\Omega} |\nabla u_{g_i}|^p \, dx}{\int_{\Omega} g_i u_{g_i}^p \, dx} \leq \frac{\int_{\Omega} |\nabla u_g|^p \, dx}{\int_{\Omega} g_i u_g^p \, dx} \leq \lambda_g \frac{\int_{\Omega} g u_g^p \, dx}{\int_{\Omega} g_i u_g^p \, dx}. \]

Let $\epsilon > 0$. Since
\[ \lim_{i \to \infty} \int_{\Omega} g_i u_{g_i}^p \, dx = \int_{\Omega} g u_g^p \, dx, \]
by (4.2) we find
\[ \lambda_{g_i} < \lambda_g + \epsilon \quad \text{for } i > \nu_\epsilon. \]

Using the equation for $u_{g_i}$ and (4.3) we find
\[ -\Delta_p u_{g_i} \leq C u_{g_i}^{p-1}. \]

Multiply by $u_{g_i}$ and integrate in $\Omega$. If $u_{g_i}$ is normalized so that its $L^p$ norm is one, we get
\[ \|\nabla u_{g_i}\|_p^p \leq C. \]

It follows by (4.4) that, for a suitable subsequence (denoted again with $u_{g_i}$), $u_{g_i} \to u$ weakly in the $W^{1,p}(\Omega)$ norm and $u_{g_i} \to u$ strongly in $L^s$ for some $s > p$. Hence,
\[ \liminf_{i \to \infty} \int_{\Omega} |\nabla u_{g_i}|^p \, dx \geq \int_{\Omega} |\nabla u|^p \, dx \]
and
\[ \lim_{i \to \infty} \int_{\Omega} g_i u_{g_i}^p \, dx = \int_{\Omega} g u^p \, dx. \]

Using the last two equations we find
\[ \liminf_{i \to \infty} \lambda_{g_i} = \liminf_{i \to \infty} \frac{\int_{\Omega} |\nabla u_{g_i}|^p \, dx}{\int_{\Omega} g_i u_{g_i}^p \, dx} \geq \frac{\int_{\Omega} |\nabla u|^p \, dx}{\int_{\Omega} g u^p \, dx} \geq \lambda_g. \]
The lemma follows by (4.5) and (4.3).

**Corollary 4.3.** Problem (4.1) has at most one solution.

**Proof.** Let $G$ be the closure of $\mathcal{G}$ with respect to the weak* topology in $L^\infty(\Omega)$. By Lemma 4.2, uniqueness in $\mathcal{G}$ implies uniqueness in $G$. By Lemma 4.1 we have uniqueness for the problem

$$\inf_{g \in G} \frac{1}{\lambda_g}.$$  

The uniqueness of problem (4.1) follows.

**Remark.** Since $G$ is compact with respect to the weak* topology of $L^\infty(\Omega)$, by using Lemma 4.2 one can prove easily the existence of a solution to the problem

$$\sup_{g \in G} \lambda_g.$$  

Let us prove that the solution of this problem belongs to $\mathcal{G}$ in case $\Omega$ is a ball.

For $0 \leq g \leq H$, recall the definition of the increasing rearrangement $g^* = H - (H - g)^*$. For $f \geq 0$, the inequality

$$\int_\Omega g^* f^* \, dx \leq \int_\Omega gf \, dx$$  

(4.6)

follows by standard results on rearrangements.

**Theorem 4.4.** Let $B$ be a ball in $\mathbb{R}^N$, and let $0 \leq g \leq H$ in $B$, with $g = \underline{g}$. If $\mathcal{G}$ is the family of all rearrangements of $\underline{g}$ and if $g \in \mathcal{G}$, then $\lambda_g \leq \underline{\lambda}_g$. Moreover, if $\hat{g}$ is a maximizer, then $\hat{g} = \underline{g}$.

**Proof.** If $u_{\underline{g}}$ is a positive eigenfunction corresponding to $\underline{g}$ we have

$$-\Delta_p u_{\underline{g}} = \lambda_{\underline{g}} g u_{\underline{g}}^{p-1}.$$  

As usual, let us normalize $u_{\underline{g}}$ so that its $L^p$ norm is one. Since $g$ and $B$ are radially symmetric, by the uniqueness of the first (normalized) eigenfunction, $u_{\underline{g}}$ must be radially symmetric. Writing $v(r) = u_{\underline{g}}(x)$ and $g(r) = g(x)$ for $|x| = r$ we have

$$-(r^{N-1} |v'|^{p-2} v')' = r^{N-1} \lambda_{\underline{g}} g u_{\underline{g}}^{p-1} \geq 0.$$  

It follows that $v'(r) \leq 0$ in $(0, R)$. This implies that $u_{\underline{g}} = (u_{\underline{g}})^*$, and by (4.6) we have

$$\int_B g u_{\underline{g}}^p \, dx \geq \int_B g (u_{\underline{g}}^p)^* \, dx = \int_B g u_{\underline{g}}^p \, dx = \int_B g u_{\underline{g}}^p \, dx.$$  

If $u_g$ is a positive eigenfunction corresponding to $g$, by using the last inequality we find

$$\lambda_g = \frac{\int_B |\nabla u_g|^p \, dx}{\int_B g u_{\underline{g}}^p \, dx} \leq \frac{\int_B |\nabla u_g|^p \, dx}{\int_B g u_{\underline{g}}^p \, dx} \leq \frac{\int_B |\nabla u_g|^p \, dx}{\int_B g u_{\underline{g}}^p \, dx} = \lambda_{\underline{g}}.$$  

The first assertion of the theorem is proved. The last assertion follows by Corollary 4.3. The theorem is proved.

We think that problem (4.1) has a solution $\hat{g} \in \mathcal{G}$ for all smooth domains $\Omega$. In the case of $p = 2$ and $\mathcal{G}$ is of a special type, the proof of this result is described in [9]. For $p > 1$ and general $\mathcal{G}$, we can formulate this problem as

$$\sup_{g \in \mathcal{B}} \inf_{v \in W^1_p(\Omega), v > 0} \frac{\int_\Omega |\nabla v|^p \, dx}{\int_\Omega g v^p \, dx}.$$  

Lemma 4.5. Let $0 \leq g \leq H$, $g \not\equiv 0$. We have
\[
\inf_{v \in W_0^{1,p}(\Omega)} \left\{ \frac{1}{p} \int_{\Omega} |\nabla v|^p dx - \left( \int_{\Omega} g|v|^p dx \right)^{\frac{1}{p}} \right\} = -\frac{1}{q} \frac{1}{\lambda^\frac{1}{q}}.
\]
with $q = p/(p-1)$ and $\lambda = \lambda_g$. The minimum is attained at the first eigenfunction $u > 0$ normalized as
\[
\frac{1}{\lambda} = \left( \int_{\Omega} g u^p dx \right)^{\frac{1}{p}} = \left( \int_{\Omega} |\nabla u|^p dx \right)^{\frac{1}{p}}.
\]

Proof. Let
\[
A(g, v) = \frac{1}{p} \int_{\Omega} |\nabla v|^p dx - \left( \int_{\Omega} g|v|^p dx \right)^{\frac{1}{p}}.
\]
For $v \in W_0^{1,p}(\Omega)$, $v \geq 0$, $v \not\equiv 0$, $t > 0$, let
\[
h(t) = A(g, tv) = \frac{t^p}{p} \int_{\Omega} |\nabla v|^p dx - t \left( \int_{\Omega} g v^p dx \right)^{\frac{1}{p}}.
\]
We have
\[
h'(t) = t^{p-1} \int_{\Omega} |\nabla v|^p dx - \left( \int_{\Omega} g v^p dx \right)^{\frac{1}{p}}, \quad h''(t) > 0.
\]
Therefore $h(t)$ attains its minimum for
\[
t_0^{p-1} = \left( \frac{\int_{\Omega} g v^p dx}{\int_{\Omega} |\nabla v|^p dx} \right)^{\frac{1}{p}},
\]
and
\[
A(g, tv) \geq A(g, t_0 v) = -\frac{1}{q} \left( \frac{\int_{\Omega} g v^p dx}{\int_{\Omega} |\nabla v|^p dx} \right)^{\frac{1}{p-1}}.
\]
Hence,
\[
\inf_{t > 0} A(g, tv) = -\frac{1}{q} \left( \frac{\int_{\Omega} g v^p dx}{\int_{\Omega} |\nabla v|^p dx} \right)^{\frac{1}{p-1}}.
\]
The above result yields
\[
\inf_{v \in W_0^{1,p}(\Omega)} A(g, v) = -\frac{1}{q} \frac{1}{\lambda^\frac{1}{q}} = -\frac{1}{q} \frac{1}{\lambda^\frac{1}{q}}.
\]
Concerning the normalization, we must take $u$ so that $t_0 = 1$. This implies
\[
\left( \int_{\Omega} g u^p dx \right)^{\frac{1}{p}} = \int_{\Omega} |\nabla u|^p dx = \frac{1}{\lambda^\frac{1}{q}}.
\]
The lemma is proved.
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