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Abstract. We introduce the notion of weighted dual Berezin transforms and characterize Carleson measures for weighted Bergman spaces over the ball by a certain BMO property of their dual Berezin transforms.

1. Introduction

Let \( B = B_n \) be the unit ball in the complex \( n \)-space \( \mathbb{C}^n \). Throughout the paper we assume \( n \) to be fixed. We use \( V \) to denote the normalized volume measure on \( B \) and \( V_\alpha \) with \( \alpha > -1 \) to denote the weighted measure defined by
\[
dV_\alpha(z) = c_\alpha (1 - |z|^2)^\alpha \, dV(z)
\]
where the constant \( c_\alpha \) is chosen so that \( V_\alpha(B) = 1 \). For \( 0 < p < \infty \) and \( \alpha > -1 \) the weighted Bergman space \( A^p_\alpha(B) \) consists of all holomorphic functions \( f \) on \( B \) such that
\[
\| f \|_{A^p_\alpha} := \left\{ \int_B |f(z)|^p \, dV_\alpha(z) \right\}^{1/p} < \infty.
\]
This norm turns \( A^p_\alpha(B) \) into a Banach space for \( 1 \leq p < \infty \), but not for \( 0 < p < 1 \).

However, for \( 0 < p < 1 \), \( A^p_\alpha(B) \) is a complete metric space with the translation-invariant metric \( \| f - g \|_{A^p_\alpha} \).

Recall that a finite positive Borel measure \( \mu \) on \( B \) (hereafter we simply write \( \mu \geq 0 \)) is said to be a Carleson measure for \( A^p_\alpha(B) \) if \( A^p_\alpha(B) \subset L^p(\mu) \) or, equivalently (by the closed graph theorem), if there is a constant \( C > 0 \) such that
\[
\int_B |f(z)|^p \, d\mu(z) \leq C\| f \|^p_{A^p_\alpha}
\]
for all \( f \in A^p_\alpha(B) \).

The first characterization of Carleson measures on \( B \) in terms of measures of Carleson sets was obtained by Hörmander \[ [H] \] (in fact, this characterization was given for arbitrary smoothly bounded strongly pseudoconvex domains). Among
other well-known characterizations of Carleson measures, we recall the one given in terms of Berezin transforms. Given a complex Borel measure $\mu$ on $\mathcal{B}$, the Berezin $\alpha$-transform $B_\alpha \mu$ of $\mu$ is a function on $\mathcal{B}$ defined by

$$B_\alpha \mu(z) = \int_{\mathcal{B}} \left( \frac{1 - |z|^2}{|1 - \langle z, w \rangle|^2} \right)^{n+1+\alpha} d\mu(w), \quad z \in \mathcal{B}$$

where $\langle z, w \rangle = \sum_{j=1}^{n} z_j \overline{w_j}$ denotes the Hermitian inner product on $\mathbb{C}^n$.

Given $\alpha > -1$ and $0 < p < \infty$, it is well known that $\mu \geq 0$ is a Carleson measure for $A^p_\alpha(\mathcal{B})$ if and only if $B_\alpha \mu$ is bounded on $\mathcal{B}$; see [Zh, Theorem 2.25]. This characterization shows that the notion of Carleson measures depends on $\alpha$ but not on $p$. So, we may simply say “$\alpha$-Carleson measures” instead of “Carleson measures for $A^p_\alpha(\mathcal{B})$”. Thus, if we set

$$\|\mu\|_\alpha := \sup_{\|f\|_{A^1_\alpha} = 1} \int_{\mathcal{B}} |f(z)| d\mu(z),$$

then $\mu$ is an $\alpha$-Carleson measure if and only if $\|\mu\|_\alpha < \infty$. Moreover, we have

$$\|\mu\|_\alpha \approx \|B_\alpha \mu\|_{\infty}.$$ (1.1)

Here and elsewhere, the notation $X \approx Y$ means that $X/Y$ is bounded above and below by some positive constants depending on only the allowed parameters.

It is known that the Berezin $\alpha$-transform is bounded on $L^2(V_\alpha)$ for $\alpha > -1$; see [Zh, Theorem 2.10]. The adjoint operator of $B_\alpha$, when restricted to $L^2(V_\alpha)$, is easily computed and seen to extend to measures. That is, we define

$$B^*_\alpha \mu(z) = \int_{\mathcal{B}} \left( \frac{1 - |w|^2}{|1 - \langle z, w \rangle|^2} \right)^{n+1+\alpha} d\mu(w), \quad z \in \mathcal{B}$$

for $\alpha > -1$ and complex Borel measures $\mu$ on $\mathcal{B}$. We refer to the operator $B^*_\alpha$ as the dual Berezin $\alpha$-transform.

The purpose of this paper is to prove a characterization of Carleson measures by means of dual Berezin transforms. As far as we know, such observations have not appeared in the literature. In what follows $\mathcal{B}(\mathcal{B})$ denotes the Bloch space and $BMO^0_\alpha(\mathcal{B})$ denotes the $\alpha$-weighted Garcia BMO space. See Section 2 for precise definitions.

**Theorem 1.1.** Let $\alpha > -1$. Given $\mu \geq 0$, the following statements are equivalent:

- (a) $\mu$ is an $\alpha$-Carleson measure;
- (b) $B^*_\alpha \mu \in \mathcal{B}(\mathcal{B})$;
- (c) $B^*_\alpha \mu \in BMO^0_\alpha(\mathcal{B})$.

We will also show that the conditions of Theorem 1.1 are equivalent to the hyperbolic Lipschitz condition introduced in Section 3 (see Theorem 3.4). Also, by means of the little Bloch space and VMO spaces, these equivalences carry over to vanishing $\alpha$-Carleson measures, meaning that the embedding $A^p_\alpha(\mathcal{B}) \subset L^p(\mu)$ is compact for some/all $p$ (see Theorem 3.5).

**Constants.** Throughout the paper we use the same letter $C$ to denote various positive constants which may change at each occurrence. Variables indicating the dependency of constants $C$ will be often specified in parentheses or subscripts.
2. Prerequisites

In this section we collect basic facts and definitions which we will need later. Details can be found in standard references such as [S, Section 2.3] or [Zh, Section 1.2], unless otherwise specified.

2.1. Automorphism. For \( z \in \mathbb{B} \), the standard automorphism \( \varphi_z \) is given by

\[
\varphi_z(w) = z - \frac{P_z w - \sqrt{1 - |z|^2} Q_z w}{1 - \langle w, z \rangle}, \quad w \in \mathbb{B},
\]

where \( P_z \) denotes the orthogonal projection of \( \mathbb{C}^n \) onto the subspace generated by \( z \) and \( Q_z = I - P_z \). Then \( \varphi_z \) is an automorphism (i.e. biholomorphic self-map) of \( \mathbb{B} \). Indeed \( \varphi_z \) is an involution of \( \mathbb{B} \) that exchanges the origin and the point \( z \).

When one integrates a composite function with \( \varphi_z \) against the measure \( dV_\alpha(w) \), the expression

\[
\left( \frac{1 - |z|^2}{1 - \langle z, w \rangle} \right)^{n+1+\alpha}
\]

plays the role of the Jacobian. That is, we have the change-of-variables formula

\[
\int_{\mathbb{B}} h(\varphi_z(w)) \, dV_\alpha(w) = \int_{\mathbb{B}} h(w) \left( \frac{1 - |z|^2}{1 - \langle z, w \rangle} \right)^{n+1+\alpha} \, dV_\alpha(w)
\]

for \( \alpha > -1 \) and Borel functions \( h \) on \( \mathbb{B} \) whenever the integrals make sense. This can be verified by a routine calculation using the identity

\[
1 - \langle \varphi_z(a), \varphi_z(b) \rangle = \frac{(1 - |z|^2)(1 - \langle a, b \rangle)}{(1 - \langle a, z \rangle)(1 - \langle z, b \rangle)}
\]

for all \( a, b, z \in \mathbb{B} \).

2.2. Bergman metric. Given \( z \in \mathbb{B} \) and \( \zeta \in \mathbb{C}^n \), the Bergman metric \( \beta_z(\zeta) \), modulo a constant factor, is given by the quadratic (in \( \zeta \))

\[
\beta_z^2(\zeta) = \frac{(1 - |z|^2)|\zeta|^2 + |\langle \zeta, \zeta \rangle|^2}{(1 - |z|^2)^2},
\]

and the corresponding Bergman (or hyperbolic) distance \( d(z, w) \) between two points \( z \) and \( w \) in \( \mathbb{B} \) is given by

\[
d(z, w) = \frac{1}{2} \log \frac{1 + |\varphi_z(w)|}{1 - |\varphi_z(w)|};
\]

see [Sh, p.301]. It is often convenient to use the pseudohyperbolic distance \( \rho \) defined by

\[
\rho(z, w) := |\varphi_z(w)|.
\]

We denote by \( E_r(z) \) the pseudohyperbolic ball with center at \( z \) and radius \( r \in (0, 1) \). Since the Bergman metric is invariant under automorphisms, so is the (pseudo)hyperbolic distance.

Given \( r \in (0, 1) \) and \( s \) real, there exists a constant \( C = C(r, s) > 0 \) such that

\[
\left| \left( \frac{1 - \langle a, z \rangle}{1 - \langle a, w \rangle} \right)^s - 1 \right| \leq C \rho(z, w)
\]
for all \( a, z, w \in \mathbb{B} \) with \( \rho(z, w) < r \); see [Zh] Lemma 2.27] for details. As a consequence, we have
\[
1 - |z|^2 \approx 1 - |w|^2
\]
for \( z, w \in \mathbb{B} \) with \( \rho(z, w) < r \).

2.3. **Bloch space.** Denote by \( \partial_j = \partial_{\overline{z}_j} \) complex differentiation with respect to the \( j \)-th component of \( z \in \mathbb{C}^n \). Also, let \( \nabla = (\partial_1, \ldots, \partial_n) \) and \( \nabla = (\overline{\partial}_1, \ldots, \overline{\partial}_n) \). For \( f \in C^1(\mathbb{B}) \), we define
\[
Qf(z) := \sup_{\zeta \neq 0} \frac{|\langle \nabla f(z), \overline{\zeta} \rangle + \langle \nabla f(z), \zeta \rangle|}{\beta(z, \zeta)}, \quad z \in \mathbb{B}.
\]
It is known [HY] that \( Q \) is invariant under automorphisms in the sense that \( Q(f \circ \varphi) = Qf \circ \varphi \) for all automorphisms \( \varphi \) of \( \mathbb{B} \).

We say that a function \( f \in C^1(\mathbb{B}) \) belongs to the **Bloch space** \( \mathcal{B}(\mathbb{B}) \) if the semi-norm
\[
\|f\|_{\mathcal{B}} := \sup_{z \in \mathbb{B}} Qf(z)
\]
is finite. Note that \( \| \cdot \|_{\mathcal{B}} \) is also invariant under automorphisms. We also say that \( f \in \mathcal{B}_0(\mathbb{B}) \), the **little Bloch space**, if the additional boundary vanishing condition
\[
\lim_{|z| \to 1} Qf(z) = 0
\]
is satisfied. We warn the reader that the terminology “(little) Bloch space” here is not standard; it usually refers to holomorphic functions in the literature.

2.4. **Garcia BMO spaces.** Let \( \alpha > -1 \). Given \( f \in C(\mathbb{B}) \), we say that \( f \) belongs to the \( \alpha \)-weighted Garcia BMO space, \( BMO^\alpha_G(\mathbb{B}) \), if the semi-norm
\[
\|f\|_{G, \alpha} := \sup_{a \in \mathbb{B}} \int_{\mathbb{B}} |f(\varphi_a(z)) - f(a)| \, dV(z)
\]
is finite. We also say that \( f \in VMO^\alpha_G(\mathbb{B}) \) if the additional boundary vanishing condition
\[
\lim_{|a| \to 1} \int_{\mathbb{B}} |f(\varphi_a(z)) - f(a)| \, dV(z) = 0
\]
is satisfied.

2.5. **Another characterization of Carleson measures.** Given \( \zeta \in \partial \mathbb{B} \) and \( r > 0 \), we denote by \( \Omega_r(\zeta) \) the Carleson set defined by
\[
\Omega_r(\zeta) = \{ z \in \mathbb{B} : |1 - \langle z, \zeta \rangle| < r \}.
\]
We recall here the well-known characterization of Carleson measures in terms of these Carleson sets.

For each fixed \( \alpha > -1 \), we have
\[
\|\mu\|_\alpha \approx \sup_{r, \zeta} \frac{\mu(\Omega_r(\zeta))}{r^{n+1+\alpha}};
\]
details can be found in [CMc] Theorem 2.38].
3. CARLESON MEASURES VIA DUAL BERZIN TRANSFORMS

In this section we prove Theorem 3.4 as well as its compact analogue. In the course of the proof, the hyperbolic Lipschitz space of order 1 naturally comes into play. We denote by $\Lambda(\mathbb{B})$ the hyperbolic Lipschitz space of order 1. Thus a function $f \in C(\mathbb{B})$ belongs to $\Lambda(\mathbb{B})$ if and only if the semi-norm

$$\|f\|_\Lambda := \sup_{z \neq a} \frac{|f(z) - f(a)|}{d(z, a)}$$

is finite.

We begin with a simple observation.

**Lemma 3.1.** Given $\alpha > -1$, there is a constant $C = C(n, \alpha) > 0$ such that

$$C\|f\|_{G, \alpha} \leq \|f\|_\Lambda \leq \|f\|_B$$

for all $f \in C^1(\mathbb{B})$.

**Proof.** Let $f \in C^1(\mathbb{B})$ and fix $z \in \mathbb{B}$. Note that

$$|f(\phi_a(z)) - f(a)| \leq \|f\|_\Lambda d(\phi_a(z), a) = \|f\|_\Lambda d(z, 0)$$

for all $a, z \in \mathbb{B}$ by the automorphism invariance of $d$. Thus we have the first inequality with $C^{-1} = \int_{\mathbb{B}} d(z, 0) dV_\alpha(z)$. To prove the second inequality we first show that

$$|f(z) - f(0)| \leq \left( \sup_{|w| \leq |z|} Qf(w) \right) d(z, 0) \quad (3.1)$$

for $z \in \mathbb{B}$. Fix $z \neq 0$ and put $\zeta = z/|z|$. Note that

$$\frac{\partial}{\partial t} [f(tz)] = |\nabla f(tz), \zeta| + |\nabla f(tz), z| \leq Qf(tz)|\zeta| \beta(tz, \zeta).$$

Thus, using the inequality $\beta(tz, \zeta) \leq (1 - |tz|^2)^{-1}$ for $0 < t < 1$, we have

$$|f(z) - f(0)| \leq \int_0^1 \frac{\partial}{\partial t} [f(tz)] \, dt \leq \left( \sup_{|w| \leq |z|} Qf(w) \right) \int_0^1 \frac{|\zeta|}{1 - |tz|^2} \, dt.$$

Evaluating the last integral, we have (3.1). Now, as a consequence of (3.1), we have

$$|f(z) - f(0)| \leq \|f\|_B d(z, 0)$$

for $z \in \mathbb{B}$. Thus, replacing $f$ by $f \circ \phi_w$ and then $z$ by $\phi_w(z)$, we obtain the second inequality by the automorphism invariance of $\|f\|_B$ and $d$. \qed

We now prove a couple of lemmas to be used in the proof of Theorem 3.4. We need the notion of the invariant gradient that allows us to compute $Qf$ explicitly. Given $f \in C^1(\mathbb{B})$ real and $z \in \mathbb{B}$, we denote by $|\nabla f(z)|$ the invariant gradient at $z$, defined by

$$|\nabla f(z)| = |\nabla (f \circ \phi_z)(0)|;$$

see [S] Section 3.4, where a slightly different constant factor is used. The next lemma explicitly expresses $Qf$ in terms of the invariant gradient.
Lemma 3.2. If \( f \in C^1(\mathbb{B}) \) is real, then
\[
Qf(z) = 2|\overline{\nabla}f(z)|
\]
for \( z \in \mathbb{B} \).

Proof. Let \( z \in \mathbb{B} \). For functions \( f \in C^1(\mathbb{B}) \), the equality
\[
|\nabla(f \circ \varphi_z)(0)|^2 = (1 - |z|^2)(|\nabla f(z)|^2 - |\langle \nabla f(z), \overline{z} \rangle|^2)
\]
is known; see [S, p. 28]. Also, for holomorphic functions \( f \) on \( \mathbb{B} \), a proof of the equalities
\[
Qf(z)^2 = |\nabla(f \circ \varphi_z)(0)|^2 = (1 - |z|^2)(|\nabla f(z)|^2 - |\langle \nabla f(z), \overline{z} \rangle|^2)
\]
can be found in [Zh, Theorem 3.1]. Since for a real-valued function \( f \in C^1(\mathbb{B}) \) we have
\[
\nabla f = \nabla f = \nabla f,
\]
one may verify the lemma by the same proof. \( \square \)

We also need the following inequality. The symbol \( \wedge \) below stands for the minimum.

Lemma 3.3. The inequality
\[
\int_{\mathbb{B}} \left( \frac{1 - |a|^2}{1 - |a, z|^2} \right)^{n+1+\alpha} dV_{\alpha}(z) \geq \left( \frac{1 - |a|^2 \wedge |b|^2}{1 - |a, b|^2} \right)^{n+1+\alpha}
\]
holds for all \( \alpha > -1 \) and \( a, b \in \mathbb{B} \).

Proof. By symmetry we may assume that \( |a| \leq |b| \). By the change-of-variables formula (2.1), the integral on the left-hand side of the inequality is equal to
\[
\int_{\mathbb{B}} \left( \frac{1 - |a|^2}{1 - |a, \varphi_b(z)|^2} \right)^{n+1+\alpha} dV_{\alpha}(z).
\]
Note that the integrand, as a function of \( z \), is subharmonic. Thus, the above integral is greater than or equal to the value of the integrand at \( z = 0 \), i.e.,
\[
\left( \frac{1 - |a|^2}{1 - |a, b|^2} \right)^{n+1+\alpha},
\]
as required. \( \square \)

We are now ready to prove an expanded version of Theorem 1.1.

Theorem 3.4. Let \( \alpha > -1 \). Given \( \mu \geq 0 \), the following statements are equivalent:

(a) \( \mu \) is an \( \alpha \)-Carleson measure;
(b) \( B_\alpha^\star \mu \in B(\mathbb{B}) \);
(c) \( B_\alpha^\star \mu \in \Lambda(\mathbb{B}) \);
(d) \( B_\alpha^\star \mu \in BMO_C(\mathbb{B}) \).

Moreover, the quantities
\[
\|\mu\|_\alpha, \quad \mu(\mathbb{B}) + \|B_\alpha^\star \mu\|_{\mathbb{B}}, \quad \mu(\mathbb{B}) + \|B_\alpha^\star \mu\|_{\Lambda}, \quad \mu(\mathbb{B}) + \|B_\alpha^\star \mu\|_{G, \alpha}
\]
are all comparable to one another.
Proof. Fix $\mu \geq 0$ and put $f = B_{\ast}^{\ast} \mu$ throughout the proof. By Lemma 3.1 we only need to show the implications (a) $\Rightarrow$ (b) and (d) $\Rightarrow$ (a).

We first show that (a) implies (b). So, assume $\|\mu\|_\alpha < \infty$. It is sufficient to establish the estimate

$$\|f\|_B \leq C \|\mu\|_\alpha$$

for some constant $C > 0$ independent of $\mu$. Let $z \in \mathbb{B}$ and let $\mu \circ \varphi_z$ be the pullback measure defined by $(\mu \circ \varphi_z)(E) = \mu(\varphi_z(E))$ for Borel sets $E \subset \mathbb{B}$. A standard argument shows that the action of $\mu \circ \varphi_z$ on continuous functions $g$ is given by

$$\int_\mathbb{B} g \circ \varphi_z \, d\mu = \int_\mathbb{B} g \, d(\mu \circ \varphi_z)$$

whenever the integrals make sense.

Let $a \in \mathbb{B}$. Since $\varphi_z$ is an involution, we have by (3.2) and (3.3) that

$$f \circ \varphi_z(a) = \int_\mathbb{B} \left( \frac{1 - |w|^2}{|1 - \langle \varphi_z(a), w \rangle|^2} \right)^{n+1+\alpha} \, d\mu(w)$$

$$= \int_\mathbb{B} \left( \frac{1 - |\varphi_z(w)|^2}{|1 - \langle \varphi_z(a), \varphi_z(w) \rangle|^2} \right)^{n+1+\alpha} \, d(\mu \circ \varphi_z)(w)$$

$$= \int_\mathbb{B} \left( \frac{1 - |a, z|^2}{1 - |z|^2} \right) \left( \frac{1 - |w|^2}{1 - \langle a, w \rangle^2} \right)^{n+1+\alpha} \, d(\mu \circ \varphi_z)(w).$$

Now, differentiating with respect to $a$ under the integral sign, we have

$$\partial_j(f \circ \varphi_z)(a)$$

$$= \frac{(n+1+\alpha)|a, z|^2(\varphi_z)(z, a) - 1}{(1 - |z|^2)^{n+1+\alpha}}$$

$$\times \int_\mathbb{B} \left( \frac{1 - |w|^2}{1 - \langle a, w \rangle^2} \right)^{n+1+\alpha} \, d(\mu \circ \varphi_z)(w)$$

$$+ (n+1+\alpha) \left( \frac{1 - |a, z|^2}{1 - |z|^2} \right)^{n+1+\alpha}$$

$$\times \int_\mathbb{B} \frac{\bar{w}_j}{(1 - \langle a, w \rangle)} \left( \frac{1 - |w|^2}{1 - \langle a, w \rangle^2} \right)^{n+1+\alpha} \, d(\mu \circ \varphi_z)(w)$$

for each $j = 1, \ldots, n$. Thus, substituting $a = 0$, we obtain

$$\nabla(f \circ \varphi_z)(0) = \frac{(n+1+\alpha)}{(1 - |z|^2)^{n+1+\alpha}} \int_\mathbb{B} (\overline{w} - \overline{z})(1 - |w|^2)^{n+1+\alpha} \, d(\mu \circ \varphi_z)(w).$$

Using (3.3) once more, we see that the integral in the right-hand side of the above is equal to

$$\int_\mathbb{B} (\varphi_z(w) - \overline{z})(1 - |\varphi_z(w)|^2)^{n+1+\alpha} \, d\mu(w)$$

$$= \int_\mathbb{B} (\varphi_z(w) - \overline{z}) \left( \frac{(1 - |z|^2)(1 - |w|^2)}{|1 - \langle z, w \rangle|^2} \right)^{n+1+\alpha} \, d\mu(w).$$

It follows that

$$\nabla(f \circ \varphi_z)(0) = \int_\mathbb{B} \frac{\overline{\varphi_z(w)} - \overline{z}}{|1 - \langle z, w \rangle|^2} \, d\nu(w)$$

(3.4)
where \( d\nu(w) = (n + 1 + \alpha)(1 - |w|^2)^{n+1+\alpha} d\mu(w) \). The inequality
\[
B_{n+1+2\alpha}\nu(z) \leq (n + 1 + \alpha)B_\alpha\mu(z)
\]
is easily checked via (2.2).

Note that a straightforward calculation using (2.2) yields
\[
|\varphi_z(w) - z|^2 = |\varphi_z(w)|^2 + |z|^2 - \langle \varphi_z(w), z \rangle - \langle z, \varphi_z(w) \rangle
= \frac{(1 - |z|^2)(|w|^2 - |\langle w, z \rangle|^2)}{|1 - \langle z, w \rangle|^2}
\leq \frac{2(1 - |z|^2)(1 - |\langle w, z \rangle|)}{|1 - \langle z, w \rangle|^2}
\leq \frac{2(1 - |z|^2)}{|1 - \langle z, w \rangle|}
\]
for all \( w \in \mathbb{B} \). It follows from (3.4) that
\[
|\nabla f(z)| = \left| \nabla (f \circ \varphi_z)(0) \right| \leq \sqrt{2} \int_\mathbb{B} \frac{(1 - |z|^2)^{1/2} d\nu(w)}{|1 - \langle z, w \rangle|^{2(n+1+\alpha)+1/2}}.
\]

Also, note that by (3.3) and (1.1) \( \nu \) is a \((n + 1 + 2\alpha)\)-Carleson measure with \( \|\nu\|_{n+1+2\alpha} \leq C\|\mu\|_\alpha \) for some constant \( C = C(n, \alpha) > 0 \). Thus, we have by (3.6)
\[
|\nabla f(z)| \leq \sqrt{2}\|\nu\|_{n+1+2\alpha} \int_\mathbb{B} \frac{(1 - |z|^2)^{1/2} dV_{n+1+2\alpha}(w)}{|1 - \langle z, w \rangle|^{2(n+1+\alpha)+1/2}} \leq C\|\mu\|_\alpha
\]
for some constant \( C = C(n, \alpha) > 0 \). The last inequality holds because the integral above is finite (see [Zh, Theorem 1.12]). Since the estimate above is independent of \( z \in \mathbb{B} \), we deduce (3.2) from Lemma 3.2 as required.

Now we show that (d) implies (a). So, assume \( \|f\|_{G,\alpha} < \infty \). We need to establish the estimate
\[
C\|\mu\|_\alpha \leq \mu(\mathbb{B}) + \|f\|_{G,\alpha}
\]
for some constant \( C > 0 \) independent of \( \mu \). In order to prove this we use (2.4).

Since \( \mu(\Omega_r(\zeta)) r^{-(n+1+\alpha)} \leq 4^{n+1+\alpha} \mu(\mathbb{B}) \) for all \( r \geq 1/4 \) and \( \zeta \), it is sufficient to show that there is a constant \( C = C(n, \alpha) > 0 \) such that
\[
\sup_{\zeta \in \partial\mathbb{B}} \frac{\mu(\Omega_r(\zeta))}{r^{n+1+\alpha}} \leq C \int_\mathbb{B} |f(\varphi_\alpha(z)) - f(a)| dV_\alpha(z)
\]
for all \( 0 < r < 1/4 \) and \( a \in \mathbb{B} \) with \( |a| = 1 - 4r \).

Fix \( 0 < r < 1/4 \) and \( a \in \mathbb{B} \) with \( |a| = 1 - 4r \). Pick \( \zeta \in \partial\mathbb{B} \) such that \( a = (1 - 4r)\zeta \). Note that we have, by (2.1) and Fubini’s theorem,
\[
\int_\mathbb{B} f(\varphi_\alpha(z)) dV_\alpha(z)
= \int_\mathbb{B} f(z) \left( \frac{1 - |a|^2}{|1 - \langle a, z \rangle|^2} \right)^{n+1+\alpha} dV_\alpha(z)
= \int_\mathbb{B} \int_\mathbb{B} \left( \frac{(1 - |a|^2)(1 - |w|^2)}{|1 - \langle a, z \rangle|^2|1 - \langle w, z \rangle|^2} \right)^{n+1+\alpha} dV_\alpha(z) d\mu(w).
\]
Thus we have by Lemma 3.3 that
\[
\int_B |f(\varphi_a(z)) - f(a)| \, dV_\alpha(z) \geq \left| \int_B \left[ f(\varphi_a(z)) - f(a) \right] \, dV_\alpha(z) \right| \\
\geq \int_B \left\{ \left( \frac{(1 - |a|^2 \wedge |w|^2)}{|1 - \langle a, w \rangle|^2} \right)^{n+1+\alpha} - \left( \frac{(1 - |w|^2)}{|1 - \langle a, w \rangle|^2} \right)^{n+1+\alpha} \right\} \, d\mu(w) \\
= \int_{|w| \geq |a|}.
\]

Note that $|w| \geq |a|$ for $w \in \Omega_r(\zeta)$. Also, note that
\[
1 - |w|^2 \leq 2(1 - |w|) \leq 2|1 - \langle \zeta, w \rangle| < 2r = \frac{1 - |a|}{2}
\]
for $w \in \Omega_r(\zeta)$. Accordingly, we have
\[
\int_{|w| \geq |a|} \geq \int_{\Omega_r(\zeta)} \left( \frac{1 - |a|}{|1 - \langle a, w \rangle|^2} \right)^{n+1+\alpha} \left\{ 1 - \left( \frac{1 - |w|^2}{1 - |a|^2} \right)^{n+1+\alpha} \right\} \, d\mu(w) \\
\geq \left( 1 - \frac{1}{2^{n+1+\alpha}} \right) \left( \frac{1 - |a|}{r^2} \right)^{n+1+\alpha} \mu(\Omega_r(\zeta)) \\
= C \frac{\mu(\Omega_r(\zeta))}{r^{n+1+\alpha}}
\]
where $C = 4^{n+1+\alpha}(1 - 2^{-(n+1+\alpha)})$. This yields (3.7), as asserted. The proof is complete. \qed

We now turn to the characterization of the so-called vanishing Carleson measures. We say that $\mu \geq 0$ is a vanishing $\alpha$-Carleson measure for $A^p_\alpha(B)$ if the embedding $A^p_\alpha(B) \subset L^p(\mu)$ is compact, meaning that every bounded sequence in $A^p_\alpha(B)$ has a convergent sequence in $L^p(\mu)$. The term “vanishing” comes from the following well-known characterizations:

(3.8) $\mu$ is vanishing $\alpha$-Carleson for $A^p_\alpha(B) \iff \lim_{|z| \to 1} B_\alpha \mu(z) = 0$

(3.9) $\iff \lim_{r \to 0} \sup_{\zeta \in \partial B} \frac{\mu(\Omega_r(\zeta))}{r^{n+1+\alpha}} = 0.$

See [Zh, Theorem 2.26] for details where (3.9) is in a slightly different form. Also, see [CKS, Lemma 2.5] for a proof of (3.9) on the disk. So, the notion of vanishing Carleson measures is also independent of $p$. As in the case of $\alpha$-Carleson measures, we simply say “vanishing $\alpha$-Carleson measures” instead of “vanishing Carleson measures for $A^p_\alpha(B)$”.

It is a well-known general phenomenon that once Carleson measures are characterized by a certain “big Oh” estimate, vanishing Carleson measures are then characterized by the corresponding “little Oh” estimate. Of course, $B_0(\mathbb{B})$ and $VMO_0^\alpha(\mathbb{B})$ are natural candidates for “little Oh” subspaces of the $B(\mathbb{B})$ and $BMO_0^\alpha(\mathbb{B})$, respectively, that appear in Theorem 3.4. For the “little Oh” subspace
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of $\Lambda(\mathbb{B})$, we introduce the space $\Lambda_0(\mathbb{B})$ consisting of functions $f$ such that

\begin{equation}
\lim_{|a| \to 1} \sup_{z \notin E_r(a)} \frac{|f(z) - f(a)|}{d(z, a)} = 0
\end{equation}

for some $r \in (0, 1)$. Recall that $E_r(a)$ denotes the pseudohyperbolic ball with center at $a$ and radius $r \in (0, 1)$.

We remark that if (3.10) holds for some $r$, then it is true for every $r \in (0, 1)$. Indeed, if $r_1 < r$, then the validity of (3.10) for $r_1$ is straightforward. Suppose that (3.10) holds for some $r$ and that $r < r_1 < 1$. Let $\epsilon > 0$. Then we have some $\delta > 0$ such that

\begin{equation}
\frac{|f(z) - f(a)|}{d(z, a)} < \epsilon
\end{equation}

whenever $|a| > 1 - \delta$ and $0 < d(z, a) < r$.

Note that by (2.3) we have a constant $c = c(n, r_1) > 0$ such that for every pair of points $a$ and $z$ satisfying

\begin{equation}
|a| > 1 - c\delta, \quad d(z, a) < r_1,
\end{equation}

we have $|z| > 1 - \delta$. Now, let $a$ and $z$ satisfy (3.12), and let $\gamma$ be the Bergman geodesic which joins $a$ and $z$. Since the Bergman distance from any point of this geodesic to $a$ does not exceed $r_1$, the whole geodesic lies in the spherical annulus \( \{1 - \delta < |w| < 1\} \) by (3.12), and, therefore, for any pair of points $\xi$ and $\eta$ on $\gamma$ with $0 < d(\xi, \eta) < r$, we have $|f(\xi) - f(\eta)| < \epsilon$ by (3.11). Fix a positive integer $N$ such that $r_1 < N r$ and choose points $z^0 = z, z^1, \ldots, z^N = a$ on $\gamma$ so that $d(z^j, z^{j+1}) = d(z, a)/N$ for each $j = 0, \ldots, N - 1$. Then, since $d(z, a)/N < r$, we have

\[\frac{|f(z) - f(a)|}{d(z, a)} \leq \sum_{j=0}^{N-1} \frac{|f(z^j) - f(z^{j+1})|}{Nd(z^j, z^{j+1})} < \epsilon.\]

Since this holds for all $a$ and $z$ satisfying (3.12), we conclude that (3.10) with $r_1$ in place of $r$ also holds.

We are now ready to prove the “little Oh” version of Theorem 3.4.

**Theorem 3.5.** Let $\alpha > -1$. Given $\mu \geq 0$, the following statements are equivalent:

(a) $\mu$ is a vanishing $\alpha$-Carleson measure;

(b) $B_{n+2}^* \mu \in \mathcal{B}_0(\mathbb{B})$;

(c) $B_{n+2}^* \mu \in \Lambda_0(\mathbb{B})$;

(d) $B_{n+2}^* \mu \in \text{VMO}^2(\mathbb{B})$.

**Proof.** Fix $\mu \geq 0$ and put $f = B_{n+2}^* \mu$ throughout the proof.

First, we assume (a) and prove (b). Let $\nu$ be the measure introduced in the proof of Theorem 3.2. We see from (3.5) and (3.8) that $\nu$ is a vanishing $(n + 1 + 2\alpha)$-Carleson measure. Let $z \in \mathbb{B}$. We have by (3.9) that

\begin{equation}
|\nabla f(z)| \leq \sqrt{2} \int_{\mathbb{B}} |h_z(w)|^2 \, d\nu(w)
\end{equation}

where $h_z(w) = (1 - |z|^2)^{1/4}(1 - \langle z, w \rangle)^{-(n+1+\alpha+1/4)}$. Note that the family $\{h_z\}_{z \in \mathbb{B}}$ is bounded in $A_{n+1+2\alpha}^2(\mathbb{B})$ and converges to 0 uniformly on every compact subset of $\mathbb{B}$ as $|z| \to 1$. Thus $h_z \to 0$ weakly as $|z| \to 1$ in $A_{n+1+2\alpha}^2(\mathbb{B})$. Now, since the
embedding $A^2_{n+1+2\alpha}(B) \subset L^2(\nu)$ is compact, we see that the right-hand side of (3.13) tends to 0 as $|z| \to 1$. Thus (b) holds.

We show that (b) implies (c). Assume (b). Fix $r \in (0,1)$ and let $a \in B$. We have

$$
\sup_{z \in E_r(a)} \frac{|f(z) - f(a)|}{d(z,a)} = \sup_{0<|z|<r} \frac{|f \circ \varphi_a(z) - f(a)|}{d(\varphi_a(z), \varphi_a(0))} = \sup_{0<|z|<r} \frac{|f \circ \varphi_a(z) - f(a)|}{d(z,0)}.
$$

On the other hand, applying (3.1) (which is valid for any $C^1$-function) with $f \circ \varphi_a$ in place of $f$, we have

$$
|f \circ \varphi_a(z) - f(a)| \leq \left( \sup_{|w| \leq |z|} Q[f \circ \varphi_a](w) \right) d(z,0)
$$

and

$$
= \left( \sup_{w \in E_{r}(a)} Qf(w) \right) d(z,0)
$$

for all $z \in B$; the last equality comes from automorphism invariance of $Q$. Combining these observations, we obtain

$$
\sup_{z \in E_r(a)} \frac{|f(z) - f(a)|}{d(z,a)} \leq \sup_{w \in E_r(a)} Qf(w).
$$

Meanwhile, since $\lim_{|a| \to 1} Qf(a) = 0$, we have $\sup_{w \in E_{r}(a)} Qf(w) \to 0$ as $|a| \to 1$ by (2.3). Now, taking the limit $|a| \to 1$ on both sides of the last displayed expressions above, we see that (b) holds.

We now assume (c) and show (d). Given $r \in (0,1)$ and $a \in B$, write

$$
(3.14) \quad \int_B |f(\varphi_a(z)) - f(a)| dV_\alpha(z) = \int_{B \setminus rB} + \int_{rB \setminus B}.
$$

For the integral over $rB$, we have

$$
\int_{rB} \leq \left( \sup_{0<|z|<r} \frac{|f(\varphi_a(z)) - f(a)|}{d(z,0)} \right) \int_{rB} d(z,0) dV_\alpha(z)
$$

$$
= \left( \sup_{z \in E_r(a)} \sup_{z \neq a} \frac{|f(z) - f(a)|}{d(z,a)} \right) \int_{rB} d(z,0) dV_\alpha(z)
$$

$$
\to 0
$$

as $|a| \to 1$ (with $r$ fixed) by assumption. For the integral over $B \setminus rB$, we have

$$
\int_{B \setminus rB} \leq \|f\|_A \int_{B \setminus rB} d(\varphi_a(z), a) dV_\alpha(z)
$$

$$
= \|f\|_A \int_{B \setminus rB} d(z,0) dV_\alpha(z)
$$

$$
\to 0
$$

as $r \to 1$, because $\int_B d(z,0) dV_\alpha(z) < \infty$. Thus, taking first the limit $|a| \to 1$ on the left-hand side of (3.14) and then the limit $r \to 1$, we see that (d) holds.
Finally, the implication (d) ⇒ (a) follows from (3.7) and (3.9). The proof is complete. 

4. Remarks

Let \( F : \mathbb{B}_n \to \mathbb{B}_m \) be a holomorphic map. It induces the composition operator \( C_F \) given by

\[
C_F f = f \circ F
\]

for \( f \in \mathcal{H}(\mathbb{B}_m) \), the space of holomorphic functions on \( \mathbb{B}_m \). So, \( C_F \) takes \( \mathcal{H}(\mathbb{B}_m) \) into \( \mathcal{H}(\mathbb{B}_n) \). By the standard measure-theoretic change of variables, it is easily seen that for \( \alpha, \beta > -1 \), \( C_F \) is a bounded operator from \( A^p_\alpha(\mathbb{B}_m) \) into \( A^p_\beta(\mathbb{B}_n) \) if and only if the pullback measure \( \mu_{F,\beta} := V_\beta \circ F^{-1} \) is an \( \alpha \)-Carleson measure on \( \mathbb{B}_n \).

For \( n > m \) we denote by \( \sigma_{n,m} \) the probability measure on the complex Grassmann manifold \( G_m(\mathbb{C}^n) \) which is invariant under the action of the unitary group. For an \( m \)-dimensional complex plane \( s \in \mathbb{C}^n \) passing through the origin, we denote by \( F_s \) the restriction of \( F \) to \( s \cap \mathbb{B}_n \). It is easy to see that

\[
(4.1) \quad B^n_{\alpha,\beta}(s) = \int_{G_m(\mathbb{C}^n)} B^n_{\alpha,\beta}(z) \, d\sigma_{n,m}(s), \quad z \in \mathbb{B}_m
\]

where \( \mu_{F_s,\beta} := V_\beta \circ F_s^{-1} \) denotes the pullback measure on \( \mathbb{B}_m \) induced by \( F_s : \mathbb{B}_m \to \mathbb{B}_m \).

In the case \( n = m \), a result of Cima and Mercer [CM] states that \( C_F : A^p_\alpha(\mathbb{B}_n) \to A^p_{\alpha+n-1}(\mathbb{B}_n) \) is always bounded and, moreover, that

\[
\|C_F\| \leq C \left( \frac{1 + |F(0)|}{1 - |F(0)|} \right)^{\alpha+n+1 \over p}
\]

for some constant \( C \) independent of \( F \). This result has been extended to general cases that allow \( n \neq m \). A result obtained for the ball setting by Koo and Smith [KS] and Stessin and Zhu [SZ] or for the setting of more general domains by Poletsky and Stessin [PS] states that if \( \beta \geq \alpha + m - 1 \), then \( \mu_{F,\beta} \) is an \( \alpha \)-Carleson measure and, therefore, \( C_F : A^p_\alpha(\mathbb{B}_m) \to A^p_\beta(\mathbb{B}_n) \) is bounded. In the case \( n > m \), with help from the result by Cima and Mercer mentioned above, an application of Theorem 3.3 and relation (4.1) quickly yields another proof of such a result. We see a possible advantage of using dual Berezin transforms for the reason described below.

For a fixed \( \alpha > -1 \), the relation \( \beta \geq \alpha + m - 1 \) gives a lower bound for \( \beta \) that ensures boundedness of the composition operator from \( A^p_\alpha(\mathbb{B}_m) \) into \( A^p_\beta(\mathbb{B}_n) \). This estimate has been known to be sharp only in the case where \( n = 1 \). In all other cases the problem of obtaining a sharp lower bound is still open. For instance, there is no known example of a holomorphic self-map \( F \) of \( \mathbb{B}_2 \) such that \( C_F A^p_\alpha(\mathbb{B}_2) \not\subset A^p_\beta(\mathbb{B}_2) \) with \( \beta > \alpha + 1/2 \). Note that the dual Berezin transform approach allows us to express boundedness of the composition operator in terms of the rate of growth of weighted averages of the map. We believe that this point of view might be helpful in attempting to improve the lower bound or, hopefully, to obtain a sharp lower bound.
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