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Abstract. We prove the existence of solutions of the Schrödinger equation on \( \mathbb{R}^N \) which decay, in various \( L^p \) spaces, at different rates along different time sequences going to infinity. We establish a similar result for a nonlinear Schrödinger equation.

1. Introduction

In this paper, we study the decay rates as \( t \to \infty \), in various \( L^p \) spaces, of the solution of Schrödinger’s equation in \( \mathbb{R}^N \):

\[
\begin{cases}
  iu_t + \Delta u = 0, \\
  u(0) = \varphi.
\end{cases}
\]

As is well-known, given any \( \varphi \in S'(\mathbb{R}^N) \), the solution of (1.1) is

\[
u(t) = e^{it\Delta} \varphi = K_t * \varphi,
\]

where the kernel \( K_t \) is given by

\[
K_t(x) = (4\pi it)^{-\frac{N}{2}} e^{i|x|^2/4t}.
\]

It follows from (1.2)-(1.3) that if \( \varphi \in L^1(\mathbb{R}^N) \), then \( |t|^\frac{N}{2} \| u(t) \|_{L^{\infty}} \leq \| \varphi \|_{L^1} \). In addition, the Fourier transform of formula (1.3) implies that \( e^{it\Delta} \) is an isometry of \( L^2(\mathbb{R}^N) \). The Riesz-Thorin interpolation theorem then shows that if \( 2 \leq q \leq \infty \) and \( \varphi \in L^q(\mathbb{R}^N) \), then

\[
|t|^{\frac{N}{2}(1-\frac{2}{q})} \| u(t) \|_{L^q} \leq \| \varphi \|_{L^q'}.
\]

The power of \( |t| \) in (1.4) is known to be optimal. (The constant 1 is not optimal; see [1].) Indeed, given any \( \varphi \in S'(\mathbb{R}^N) \), \( \varphi \neq 0 \) and \( 2 \leq q \leq \infty \), it follows that

\[
\liminf_{t \to \pm \infty} |t|^{\frac{N}{2}(1-\frac{2}{q})} \| u(t) \|_{L^q} > 0.
\]

(See e.g.: Lemma, p. 62 in [2]; Decay Lemma, p. 228 in [11]; and Proposition 8.1 in [7] for three different proofs.) On the other hand, some solutions decay more slowly than the fastest decay rate. Indeed, given any \( 2 < q \leq \infty \), if \( 0 < \nu < \frac{N}{2}(1-\frac{2}{q}) \) and \( \varphi(x) = |x|^{-2\nu-\frac{N}{2}} \), then \( \| u(t) \|_{L^q} = c|t|^{-\nu} \) for some \( c > 0 \). (See Remark 8.2...
in [7].) Thus we see that any decay rate slower than the maximal one is achieved by some solutions. However, certain solutions may have no definite decay rate, as shown in the following theorem.

**Theorem 1.1.** Given any \(2 \leq r \leq \infty\), there exists a real valued, positive, radially symmetric and decreasing function \(\varphi \in W^{m,r}(\mathbb{R}^N) \cap W^{m,\infty}(\mathbb{R}^N)\) for all \(m \geq 0\) with the following properties:

(i) The mapping \(t \mapsto e^{it\Delta} \varphi\) is continuous \(\mathbb{R} \to W^{m,r}(\mathbb{R}^N) \cap W^{m,\infty}(\mathbb{R}^N)\) for all \(m \geq 0\).

(ii) For all \(r < q \leq \infty\), \(\sup_{t \geq 0} (1 + t)^{\frac{q}{2}(\frac{1}{r} - \frac{1}{q})} \|e^{it\Delta} \varphi\|_{L^q} < \infty\).

(iii) For all \(2 < q \leq \infty\), \(q \geq r\), all

\[
N > \sigma > \frac{N}{2} \left(\frac{1}{r} - \frac{1}{q}\right) \left(\frac{1}{2} - \frac{1}{q}\right)^{-1},
\]

and all \(0 \leq c < \infty\), there exists a sequence \(t_n \to \infty\) such that

\[
t_n^{\frac{2}{q}(\frac{1}{r} - \frac{1}{q})} \|e^{it_n\Delta} \varphi\|_{L^q} \to c,
\]

as \(n \to \infty\).

Note that the initial value \(\varphi\) is real-valued, so that \(e^{-it\Delta} \varphi = \overline{e^{it\Delta} \varphi}\) for all \(t \in \mathbb{R}\). Thus the properties stated in parts (ii) and (iii) for positive times have counterparts for negative times.

Given any \(r < q \leq \infty\), the solution \(e^{it\Delta} \varphi\) of Theorem 1.1 decays in \(L^q(\mathbb{R}^N)\) at least as does \(t^{-N(\frac{1}{r} - \frac{1}{q})}\) by part (ii). It decays at most as does \(t^{-N(\frac{1}{r} - \frac{1}{q})}\) by (1.5). On the other hand, it achieves all the decay rates in between \(t^{-N(\frac{1}{r} - \frac{1}{q})}\) and \(t^{-\frac{N}{q}(\frac{1}{r} - \frac{1}{q})}\) along some sequence \(t_n \to \infty\). Indeed, given any \(c > 0\) and \(\frac{N}{2}(\frac{1}{r} - \frac{1}{q}) < \nu < N(\frac{1}{r} - \frac{1}{q})\), it follows from part (iii) that it achieves the rate \(ct^{-\nu}\) along some sequence \(t_n \to \infty\).

Finite energy solutions of (1.1) being of particular relevance, we emphasize in the following corollary the case \(r = 2\), in which the initial value belongs to \(H^\infty(\mathbb{R}^N)\).

**Corollary 1.2.** There exists a real valued, positive, radially symmetric and decreasing function \(\varphi \in H^m(\mathbb{R}^N) \cap W^{m,\infty}(\mathbb{R}^N)\) for all \(m \geq 0\) with the following properties:

(i) The mapping \(t \mapsto e^{it\Delta} \varphi\) is continuous \(\mathbb{R} \to H^m(\mathbb{R}^N) \cap W^{m,\infty}(\mathbb{R}^N)\) for all \(m \geq 0\).

(ii) For all \(2 < q \leq \infty\), \(\sup_{t \geq 0} (1 + t)^{\frac{q}{2}(\frac{1}{2} - \frac{1}{q})} \|e^{it\Delta} \varphi\|_{L^q} < \infty\).

(iii) For all \(2 < q \leq \infty\), all \(N > \sigma > N/2\) and all \(0 \leq c < \infty\), there exists a sequence \(t_n \to \infty\) such that \(t_n^{\frac{q}{2}(\frac{1}{2} - \frac{1}{q})} \|e^{it_n\Delta} \varphi\|_{L^q} \to c\) as \(n \to \infty\).

Letting \(q = r = 2\) in part (iii) of Theorem 1.1, the condition (1.6) becomes \(0 < \sigma < N\), and we obtain the following corollary, in which the solution \(e^{it\Delta} \varphi\) of Theorem 1.1 achieves all the decay rates slower than the maximal rate \(t^{-N(\frac{1}{r} - \frac{1}{q})}\).

**Corollary 1.3.** Given any \(2 < r \leq \infty\), there exists a real valued, positive, radially symmetric and decreasing function \(\varphi \in W^{m,r}(\mathbb{R}^N) \cap W^{m,\infty}(\mathbb{R}^N)\) for all \(m \geq 0\) with the following properties:

(i) The mapping \(t \mapsto e^{it\Delta} \varphi\) is continuous \(\mathbb{R} \to W^{m,r}(\mathbb{R}^N) \cap W^{m,\infty}(\mathbb{R}^N)\) for all \(m \geq 0\).
(ii) For all $0 < \sigma < N$ and all $0 \leq c < \infty$, there exists a sequence $t_n \to \infty$ such that $t_n^{\frac{1}{\gamma} - \frac{1}{q}} \|e^{i t_n \Delta} \varphi\|_{L^r} \to c$ as $n \to \infty$.

Remark 1.4. In [3], it is shown that, given any $0 < \sigma < N$, there exists an initial value $\varphi$ for which the set of limits in $L^q(\mathbb{R}^N)$, along sequences, of $t^{\frac{1}{2}} |e^{i t \Delta} \varphi| (\sqrt{t})$ is “large” in the sense that, for all sufficiently large $q$, it is a closed ball of an infinite dimensional Banach space. In view of Theorem 4.2 in [5] for the case $\lambda > 0$ and Corollary 4.3, one may wonder if, for a given initial value $\varphi$, this set can be large for various values of the scaling parameter $\sigma$. This is indeed the case. In the article [9], the authors construct initial values for which this set is the whole space $L^q(\mathbb{R}^N)$ for an infinite set $(\sigma_n)_{n \geq 1} \subset (0, N)$ of scaling parameters.

We now consider the nonlinear Schrödinger equation in $\mathbb{R}^N$:

(1.8) \[
\begin{cases} 
  iu_t + \Delta u = \lambda |u|^\alpha u, \\
  u(0) = \varphi,
\end{cases}
\]

where $\lambda \in \mathbb{R}$,

(1.9) \[
\frac{4}{N} < \alpha < \frac{4}{(N - 2)^+},
\]

and $\varphi \in H^1(\mathbb{R}^N)$ is a given initial value. It is well-known that if either $\lambda > 0$ or $\lambda < 0$ and $\|\varphi\|_{H^1}$ is sufficiently small, then there exists a unique, global and bounded solution of (1.8), i.e. $u \in C((0, \infty), H^1(\mathbb{R}^N)) \cap L^\infty((0, \infty), H^1(\mathbb{R}^N))$. (See e.g. [10] for the case $\lambda > 0$ and Theorem 6.2.1 in [3] for the case $\lambda < 0$.) Assuming, in addition, $\varphi \in L^2(\mathbb{R}^N, |x|^2 dx)$, the solution $u$ satisfies

(1.10) \[
\sup_{t > 0} t^{N\left(\frac{1}{q} - \frac{1}{\gamma}\right)} \|u(t)\|_{L^q} < \infty,
\]

for all $2 < q < 2N/(N - 2)^+$. (See Theorem 7.3.1 in [3] for the case $\lambda > 0$ and Theorem 4.2 in [5] for the case $\lambda < 0$.) Moreover, the decay rate (1.10) is optimal. Indeed, if $u$ is any global solution of (1.8) which is bounded in $H^1(\mathbb{R}^N)$, then

\[
\liminf_{t \to \infty} t^{N\left(\frac{1}{q} - \frac{1}{\gamma}\right)} \|u(t)\|_{L^q} > 0,
\]

for all $2 < q \leq \infty$. (See [2].) The following result shows that for the nonlinear equation (1.8) some solutions have multiple decay rates.

Theorem 1.5. Let $\lambda \in \mathbb{R}$ and assume (1.9). It follows that there exists a real-valued, positive, radially symmetric and decreasing function $\varphi \in H^1(\mathbb{R}^N)$ such that the corresponding solution $u$ of (1.8) satisfies the following properties:

(i) The solution $u$ is global and bounded in $H^1(\mathbb{R}^N)$, uniformly in $t \geq 0$.

(ii) There exists $\alpha + 2 < q_0 < 2N/(N - 2)^+$ such that

(1.11) \[
\sup_{t \geq 0} (1 + t)^{\frac{\alpha}{2} - \frac{1}{q_0}} \|u(t)\|_{L^{q_0}} < \infty,
\]

for all $2 < q < q_0$. Moreover, given any $2 < q < q_0$, there exists $\delta(q) > 0$ such that for all $0 < \eta < \delta(q)$ and all $c > 0$ there exists a sequence $t_n \to \infty$ such that

(1.12) \[
\frac{1}{t_n^{\frac{\alpha}{2} - \frac{1}{q_0} + \eta}} \|u(t_n)\|_{L^q} \to c,
\]

as $n \to \infty$.  
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We see that the solution \( u \) given by Theorem 1.5 achieves, for every \( 2 < q < q_0 \), all the decay rates in \( L^q(\mathbb{R}^N) \) between \( t^{- \frac{q}{2} (\frac{1}{2} - \frac{1}{q})} \) and \( t^{- \frac{q}{2} (\frac{1}{2} - \frac{1}{q}) - \delta(q)} \) along some sequence \( t_n \to \infty \).

2. Proofs of Theorems 1.1 and 1.3

Theorem 1.1 is proved by explicit constructions, inspired by [1], where a result of a similar nature is established for the heat equation. The argument in [1] uses the interpretations if either exponent is infinite. Let

\[
q
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(2.1)

\[
\theta(x) = e^{-|x|^2},
\]

then

\[
\|e^{it\Delta}[\theta(\cdot)]\|_{L^q} = (1 + 16t^2\gamma^4)^{-\frac{\pi}{q}}
\]

\[
\theta(\cdot)
\]

\[
(2.2)
\]

\[
\|e^{it\Delta}[\theta(\cdot)]\|_{L^q} = (1 + 16t^2\gamma^4)^{-\frac{\pi}{q}} e^{-\frac{2|\cdot|^2}{1+4t^2\gamma^4}},
\]

for all \( t \in \mathbb{R}, \gamma > 0 \) and \( 1 \leq q \leq \infty \), with the convention that \((\pi/q)^{\frac{q}{q}} = 1\) if \( q = \infty \).

Proof. It follows from an easy calculation that

\[
e^{it\Delta}[\theta(\cdot)] = (1 + 4it\gamma^2)^{-\frac{\pi}{q}} e^{-\frac{2|\cdot|^2}{1+4t^2\gamma^4}},
\]

so that

\[
|e^{it\Delta}[\theta(\cdot)]| = (1 + 16t^2\gamma^4)^{-\frac{\pi}{q}} e^{-\frac{2|\cdot|^2}{1+4t^2\gamma^4}}.
\]

Therefore,

\[
\|e^{it\Delta}[\theta(\cdot)]\|_{L^q} = (1 + 16t^2\gamma^4)^{-\frac{\pi}{q}} \|\theta\|_{L^q},
\]

and (2.2) follows.

Proof of Theorem 1.1. We give the proof in the case where both the exponents \( r \) and \( q \) are finite. It is not difficult to see that the argument applies with obvious interpretations if either exponent is infinite. Let \( \theta \) be defined by (2.1), let the sequence \((a_j)_{j \geq 0}\) be defined by

\[
(2.3)
\]

\[
a_1 = a_0 = 1,
\]

\[
a_{j+1} = \exp(\exp a_j) \quad j \geq 1,
\]

and set

\[
(2.4)
\]

\[
\varphi(x) = \sum_{j=1}^{\infty} a_j^{-\frac{\pi}{q}} e^{-2a_{j-1}} \theta\left(\frac{x}{a_j}\right).
\]

We first show property (i). Since \( \theta \in \mathcal{S}(\mathbb{R}^N) \), the function \( t \mapsto e^{it\Delta}[\theta(\cdot/a_j)] \) is continuous \([0, \infty) \to L^r(\mathbb{R}^N) \cap C_0(\mathbb{R}^N) \) for every \( j \geq 1 \). Therefore, to prove property (i) for \( m = 0 \), we need only show that

\[
(2.5)
\]

\[
\sum_{j=n}^{\infty} a_j^{-\frac{\pi}{q}} e^{-2a_{j-1}} (\|e^{it\Delta}[\theta(\cdot/a_j)]\|_{L^r} + \|e^{it\Delta}[\theta(\cdot/a_j)]\|_{L^\infty}) \to 0,
\]

uniformly for \( t \) in a bounded subset of \([0, \infty)\). We deduce from (2.2) that there exists a constant \( C \) such that

\[
\|e^{it\Delta}[\theta(\cdot/a_j)]\|_{L^r} + \|e^{it\Delta}[\theta(\cdot/a_j)]\|_{L^\infty} \leq Ca_j^{\frac{\pi}{q}},
\]
and (2.3) easily follows using (2.3). To prove property (i) for \( m \geq 1 \), we observe that every derivative applied to \( \varphi \) produces a factor \( a_j^{-1} \leq 1 \) in each term of the sum (2.4). Therefore, the result follows immediately from the above calculations.

We next prove property (ii). Given \( r < q \leq \infty \), we have

\[
\|e^{it\Delta}\varphi\|_{L^q} \leq \sum_{j=1}^{\infty} a_j^{-\frac{N}{q'}} \|e^{-2a_j-1}\|_{L^q} \|e^{it\Delta}\theta(\cdot/a_j)\|_{L^q}.
\]

Fix \( n \geq 1 \). Since \( \|e^{it\Delta}\theta(\cdot/a_j)\|_{L^q} \leq Ca_j^{\frac{N}{q'}} \) by (2.2), we see that

\[
(2.7) \sum_{j=n+1}^{\infty} a_j^{-\frac{N}{q'}} e^{-2a_j-1} \|e^{it\Delta}\theta(\cdot/a_j)\|_{L^q} \\
\leq C \sum_{j=n+1}^{\infty} a_j^{-\frac{N(q-r)}{q'}} e^{-2a_j-1} \leq C a_{n+1}^{-\frac{N(q-r)}{q'}} \sum_{j=1}^{\infty} e^{-2a_j-1} \leq C a_{n+1}^{-\frac{N(q-r)}{q'}}.
\]

Next, we deduce from (2.2) that \( \|e^{it\Delta}\theta(\cdot/a_j)\|_{L^q} \leq C a_j^{\frac{N(q-r)}{q'}} t^{-\frac{N(q-r)}{2q'}} \), and so

\[
(2.8) \sum_{j=1}^{n} a_j^{-\frac{N}{q'}} e^{-2a_j-1} \|e^{it\Delta}\theta(\cdot/a_j)\|_{L^q} \leq Ct^{-\frac{N(q-r)}{2q'}} \sum_{j=1}^{n} a_j^{-\frac{N(q-r-1)-r}{q'}} e^{-2a_j-1} \\
\leq Ct^{-\frac{N(q-r)}{2q'}} \sum_{j=1}^{n} a_j^{-\frac{N(q-r-1)-r}{q'}} e^{-2a_j-1}.
\]

We deduce from (2.6), (2.7) and (2.8) that

\[
(2.9) \|e^{it\Delta}\varphi\|_{L^q} \leq C \left(t^{-\frac{N(q-r)}{2q'} \sum_{j=1}^{n} a_j^{-\frac{N(q-r-1)-r}{q'}}} + a_{n+1}^{-\frac{N(q-r)}{q'}} \right).
\]

Given \( t \geq 1 \), we consider the unique value \( n = n(t) \) such that

\[
(2.10) a_n^2 \leq t < a_{n+1}^2.
\]

It follows from (2.9) and (2.10) that \( \|e^{it\Delta}\varphi\|_{L^q} \leq Ct^{-\frac{N(q-r)}{2q'}} \). Since \( \|e^{it\Delta}\varphi\|_{L^q} \) is bounded for \( 0 \leq t \leq 1 \) by property (i), this proves the desired estimate.

We now prove property (iii). We fix \( c > 0, 2 < q \leq \infty, q \geq r, \sigma \) satisfying (1.6), and we set

\[
(2.11) \lambda_n = \left(2^{-N} c^{-\frac{q}{q'-2}} \left(\frac{q}{q'}\right)^{\frac{2}{2(q'-2)}} e^{-\frac{2a_j}{q'-2} a_n-1} \sum_{j=1}^{n-1} \right) a_n^{-\frac{N(q-r-1)-r}{q'}} \right),
\]

for all \( n \geq 1 \), so that \( \lambda_n \to \infty \) as \( n \to \infty \), by (2.3) and (1.6). We write

\[
(2.12) e^{i\lambda_n^2 \Delta} \varphi = U_n + V_n + W_n,
\]

where

\[
U_n = \sum_{j=1}^{n-1} a_j^{-\frac{N}{q'}} e^{-2a_j-1} e^{i\lambda_n^2 \Delta} \theta(\cdot/a_j),
\]

\[
V_n = a_n^{-\frac{N}{q'}} e^{-2a_n-1} e^{i\lambda_n^2 \Delta} \theta(\cdot/a_n),
\]

\[
W_n = \sum_{j=n+1}^{\infty} a_j^{-\frac{N}{q'}} e^{-2a_j-1} e^{i\lambda_n^2 \Delta} \theta(\cdot/a_j).
\]
It follows from (2.2) that
\[ \| e^{i\lambda^2 \Delta} [\theta(\cdot / a_j)] \|_{L^q} \leq C (\lambda_n a_j^{-1})^{-\frac{N(q-2)}{q}} a_j^{\frac{N}{q}}. \]
Therefore, if \( j \leq n - 1 \), then
\[ a_j^{-\frac{N}{q}} e^{-2\alpha j - 1} \| e^{i\lambda^2 \Delta} [\theta(\cdot / a_j)] \|_{L^q} \leq C (\lambda_n a_j^{-1})^{-\frac{N(q-2)}{q}} a_j^{\frac{N}{q}} e^{-2\alpha j - 1} \leq C \lambda_n^{-\frac{N(q-2)}{q}} a_j^{-\frac{N(q-2)}{q}} a_j^{\frac{N(q-2)}{q}} \ . \]

We deduce from the above inequality, (2.11) and (2.3) that
\[ (2.13) \quad \lambda_n^{\frac{\sigma(q-2)}{q}} \| U_n \|_{L^q} \leq C n \lambda_n^{\frac{\sigma(q-2)}{q}} a_n^{-\frac{N(q-2)}{q}} \rightarrow 0. \]

Next, it follows from (2.2) and (2.11) that
\[ (2.14) \quad \lambda_n^{\frac{\sigma(q-2)}{q}} \| V_n \|_{L^q} = e^{-2\alpha n - 1} (1 + 16 \lambda_n^4 a_n^{-4} - \frac{N(q-2)}{q}) \lambda_n^{\frac{\sigma(q-2)}{q}} (\frac{\pi}{q}) \frac{N}{q} \rightarrow c. \]

We finally estimate \( W_n \). It follows from (2.2) that
\[ \| e^{i\lambda^2 \Delta} [\theta(\cdot / a_j)] \|_{L^q} \leq C a_j^{\frac{N}{q}}. \]
Therefore,
\[ a_j^{-\frac{N}{q}} e^{-2\alpha j - 1} \| e^{i\lambda^2 \Delta} [\theta(\cdot / a_j)] \|_{L^q} \leq C e^{-2\alpha j - 1}, \]
so that
\[ \| W_n \|_{L^q} \leq C \sum_{j=n+1}^{\infty} e^{-2\alpha j - 1} \leq C \sum_{j=n}^{\infty} e^{-2\alpha j} \leq C e^{-\alpha n}, \]
by (2.3). We deduce from the above estimate, (2.11) and (2.3) that
\[ (2.15) \quad \lambda_n \| W_n \|_{L^q} \leq C \lambda_n^{\frac{\sigma(q-2)}{q}} e^{-\alpha n} \rightarrow 0. \]

Now setting \( t_n = \lambda_n^2 \), we find that the estimate (1.7) follows from (2.12), (2.13), (2.14) and (2.15). This completes the proof, since \( q, \sigma \) and \( c \) are arbitrary. \( \square \)

**Proof of Theorem 1.5.** We use the initial value constructed in Theorem 1.1 and a perturbation argument. We set
\[ (2.16) \quad \beta = \frac{4 - (N-2)\alpha}{2\alpha(\alpha + 2)}, \quad \mu = \frac{N\alpha}{4(\alpha + 2)}. \]
It easily follows from (2.16) and (2.13) that
\[ (2.17) \quad 0 < \beta < \mu < \frac{1}{2}, \]
\[ (2.18) \quad \alpha \beta + 2\mu = 1. \]

Let \( \psi \) be as given by Theorem 1.1 with \( r = 2 \). It follows that \( \psi \in H^1(\mathbb{R}^N) \),
\[ (2.19) \quad \sup_{t \geq 0} (1 + t)^{\frac{N(q-2)}{4q}} \| e^{it\Delta} \psi \|_{L^q} < \infty, \]
for all \( 2 < q \leq \infty \), and that for all
\[ (2.20) \quad 0 < \eta < \frac{N(q-2)}{4q}, \]
and all $0 \leq c < \infty$, there exists a sequence $t_n \to \infty$ such that
\begin{equation}
\frac{N^q(q-2)+\eta}{t_n^{Nq-2}} \| e^{it_n \Delta} \psi \|_{L^q} \to c.
\end{equation}

We now let
\begin{equation}
\varphi = \varepsilon \psi,
\end{equation}
where $\varepsilon > 0$ is to be chosen sufficiently small. Since $\psi \in H^1(\mathbb{R}^N)$, it follows that if $\varepsilon$ is sufficiently small, then the solution of (1.8) is global and bounded in $H^1(\mathbb{R}^N)$.

This proves part (i). Moreover, we deduce from (2.19) that $(1 + t)^\mu \| e^{it \Delta} \varphi \|_{L^{\alpha+2}} \leq \varepsilon C$. Since $\beta(\alpha + 1) + (\mu - \beta) < 1$ by (2.18), we may apply Theorem 2.1 in [6] (with $\delta = \mu - \beta$), and we obtain $t^\mu \| u(t) \|_{L^{\alpha+2}} \leq C$ by choosing $\varepsilon > 0$ possibly smaller.

(Not that the solution $u$ and the solution given by Theorem 2.1 in [6] coincide. See Proposition 2.3 (f) in [6].) Since $u \in L^\infty((0, \infty), H^1(\mathbb{R}^N))$ and $H^1(\mathbb{R}^N) \hookrightarrow L^{\alpha+2}(\mathbb{R}^N)$, we conclude that
\begin{equation}
\sup_{t \geq 0} (1 + t)^\mu \| u(t) \|_{L^{\alpha+2}} < \infty.
\end{equation}

We next observe that
\begin{equation}
 u(t) - e^{it \Delta} \varphi = -i \lambda \int_0^t e^{i(t-s) \Delta} |u(s)|^\alpha u(s) \, ds.
\end{equation}

Using the estimate $\| e^{i \tau \Delta} w \|_{L^{\alpha+2}} \leq C \tau^{-2\mu} \| w \|_{L^{\frac{2\alpha+4}{\alpha+2}}}$, we deduce from (2.23)-(2.24) that
\begin{equation}
 \| u(t) - e^{it \Delta} \varphi \|_{L^{\alpha+2}} \leq C \int_0^t (t-s)^{-2\mu} \| u(s) \|_{L^{\alpha+2}}^{\alpha+1}.
\end{equation}

Note that $(\alpha + 1) \mu < 1$ if $N \geq 6$, but $(\alpha + 1) \mu > 1$ if $N \leq 5$ and $\alpha$ is sufficiently large. Thus we need to consider the three cases $(\alpha + 1) \mu < 1$, $(\alpha + 1) \mu = 1$ and $(\alpha + 1) \mu > 1$. It is not difficult to show that for $t$ large,
\begin{equation}
 \int_0^t (t-s)^{-2\mu} (1+s)^{-(\alpha+1)\mu} \leq \begin{cases} C t^{-\mu - \alpha(\mu - \beta)} & \text{if } (\alpha + 1) \mu < 1, \\
 C t^{-2\mu} \log t & \text{if } (\alpha + 1) \mu = 1, \\
 C t^{-2\mu} & \text{if } (\alpha + 1) \mu > 1. \end{cases}
\end{equation}

It follows from (2.26) that in all three cases there exists $0 < \delta \leq \mu$ such that
\begin{equation}
 \int_0^t (t-s)^{-2\mu} (1+s)^{-(\alpha+1)\mu} \leq C t^{-\mu - \delta}.
\end{equation}

By applying (2.25) and (2.27), we conclude that
\begin{equation}
 t^\mu \| u(t) - e^{it \Delta} \varphi \|_{L^{\alpha+2}} \leq C t^{-\delta}.
\end{equation}

We now observe that both $u(t)$ and $e^{it \Delta} \varphi$ are bounded in $H^1(\mathbb{R}^N)$, uniformly in $t \geq 0$. By applying Hölder’s inequality
\[ \| w \|_{L^q} \leq \| w \|_{L^\alpha}^{(\alpha+2)(q-2)} \| w \|_{L^q}^{2(\alpha+2)-2q} \]
for $2 \leq q \leq \alpha + 2$, we deduce from (2.28) that
\begin{equation}
 t^{\frac{N(q-2)}{4q}} \| u(t) - e^{it \Delta} \varphi \|_{L^q} \leq C t^{-\delta(q+2)/(4q)},
\end{equation}
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for all \( 2 \leq q \leq \alpha + 2 \). Next, by applying Gagliardo-Nirenberg’s inequality
\[
\|w\|_{L^q} \leq C \|\nabla w\|_{L^2}^{2(Nq-(\alpha+2))/q(N-2)} \|w\|_{L_{r+2}^{(\alpha+2)(4(N-2)/q-2)}}^{(\alpha+2)(4(N-2)/q-2)}
\]
for \( \alpha + 2 \leq q \leq 2N/(N-2)^+ \), we deduce from (2.28) that
\[
t^{\frac{N(q-2)}{4q}} \|u(t) - e^{it\Delta} \varphi\|_{L^q} \leq Ct^{-\frac{\delta(\alpha+2)(2N-(N-2)q_0-Nq-(\alpha+2))}{q(N-2)}}
\]
for \( \alpha + 2 \leq q < 2N/(N-2)^+ \). We define \( \alpha + 2 < q_0 < 2N/(N-2)^+ \) by
\[
\delta(\alpha+2)(2N-(N-2)q_0) = N[q_0-(\alpha+2)].
\]
For all \( \alpha + 2 < q < q_0 \) we define \( r(q) > 0 \) by
\[
r(q) = \begin{cases} 
\frac{\delta(\alpha+2)(q-2)}{\delta(\alpha+2)(2N-(N-2)q_0-Nq-(\alpha+2))} & \text{if } 2 < q \leq \alpha + 2, \\
\frac{N(q-2)}{4q} & \text{if } \alpha + 2 \leq q < q_0,
\end{cases}
\]
and we set
\[
\delta(q) = \min \left\{ r(q), \frac{N(q-2)}{4q} \right\}.
\]
We deduce from (2.29), (2.30) and (2.33) that
\[
t^{\frac{N(q-2)}{4q}} \|u(t) - e^{it\Delta} \varphi\|_{L^q} \leq Ct^{-\delta(q)},
\]
for all \( 2 < q < q_0 \). Estimate (1.11) now follows from (2.19) and (2.34), while (1.12) follows from (2.21) and (2.34). This shows part (ii) and completes the proof. □
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