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ABSTRACT. Suppose that \((\theta, \varphi)\) is a monotone (order-preserving) random dynamical system (RDS for short) with state space \(V\), where \(V\) is a real separable Banach space with a normal solid minihedral cone \(V^+\). It is proved that the unique equilibrium of \((\theta, \varphi)\) is globally attractive if every pull-back trajectory has compact closure in \(V\).

1. Introduction

Since the path-breaking work of Hirsch [7] (see also [23] for details), the theory on monotone dynamical systems has been developed extensively. Hirsch [7] showed that precompact orbits of a strongly monotone dynamical system generically approach the set of equilibria. For smooth strongly monotone semiflows, the generic convergence was proved by Poláčik [18] and Smith and Thieme [24]. The generic convergence to periodic orbits for strongly monotone mappings was obtained by Poláčik and Tereščák [19, 20] via the tool of exponential separation.

The generic results show that the long-run behavior for monotone dynamical systems is relatively simple no matter whether it is from the view of topology, measure or cardinality. Actually the attracting domains for its upper stable or lower stable equilibria/periodic points occupy almost the whole state space. However on the boundaries of these attracting domains, which are usually codimension one Lipschitz invariant manifolds, chaotic behavior can occur (see [3, 21, 22]), but the motions on these invariant manifolds are fairly unstable and occupy measure zero space. Therefore, during the past about 30 years, many researchers in this field tried to find some additional conditions such that all trajectories have simple long-term behavior, especially, such that every forward orbit converges to an equilibrium or fixed point (periodic solution) or almost periodic solution. In summary, there have been four types of such conditions: (1) orbital stability; (2) sublinearity; (3) the monotone systems possessing a first integral or invariant function with positive gradient; (4) the monotone systems having minimal equilibria. Most of the available convergence results require a stronger monotonicity condition. As Sontag et al. pointed out in [15, p. 297], checking this condition in practice is often not
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so easy, or even worse: a system may be monotone but fail to satisfy the stronger
notion (see, e.g., [5, 15, 16, 25] and many references therein). The second author
has introduced an integer-valued function to get rid of the irreducibility condition
and proved the global convergence for various monotone systems, for example, sys-
tems for every equilibrium being stable [9], sublinearity [10], systems possessing a
first integral with positive gradient [11]: this technique has even been applied to
the study of skew-product monotone systems without stronger notion (see [14] and
[17]). This idea was first formed by the second author in [12] to solve a global
stability conjecture for three dimensional cooperative systems without irreducibil-
ity. Then he [8, 13] abstracted its essence and generally proved that on an ordered
Banach space possessing lattice structure, a unique equilibrium or fixed point for
monotone systems without stronger notion is globally attractive if and only if every
orbit is precompact. The lattice structure assumption was later dropped by Dancer
[4]. This result has been frequently applied in the study of modelling biology, chem-
istry and control theory (see [5, 15, 16, 25] and references therein) when they lack
of stronger monotonicity. The same version of result for skew-product monotone
semiflow is contained in [14].

There have arisen many cooperative random or stochastic differential equations
in the field of ecology, epidemiology, economics or biochemistry which generate
so-called monotone random dynamical systems (RDS); see, e.g., Chueshov [2] and
Arnold [1]. Chueshov [2] has founded the framework of monotone RDS, but there
are very few results about long-term behavior. The purpose of the present paper is
to investigate the global attractivity for monotone RDS and prove a global result
for the version of [8]; that is, a unique equilibrium for a monotone RDS is globally
attractive if every pull-back trajectory has compact closure in $V$.

2. Definitions and preliminary results

In this section, we introduce some definitions and state some results which will
be useful in subsequent sections (see, e.g., Chueshov [2] and Arnold [1]).

Let $V$ be a real separable Banach space with a closed convex cone $V_+ \subset V$ such
that $V_+ \cap (-V_+) = \{0\}$. This cone defines a partial order relation on $V$ via $x \leq y$
if $y - x \in V_+$ which is compatible with the vector space structure of $V$. We write
$x < y$ when $x \leq y$ and $x \neq y$. If $V_+$ has nonempty interior $\text{int} V_+$, we say that the
cone $V_+$ is solid and $V$ is strongly ordered. We write $x \ll y$ if $y - x \in \text{int} V_+$. We equip $V$ with the Borel $\sigma$-algebra $\mathcal{B} = \mathcal{B}(V)$ generated by open sets of $V$.

Definition 2.1 (Random dynamical system). A random dynamical system with
(one-sided) time $\mathbb{T}_+ \equiv \mathbb{R}_+$ and state space $V$ is a pair $(\theta, \varphi)$ consisting of a metric dynam-
ical system $\theta = (\Omega, \mathcal{F}, P, \{\theta_t, t \in \mathbb{T}_+\})$ and a cocycle $\varphi$ over $\theta$ of continuous mappings
of $V$ with time $\mathbb{T}_+$, i.e., a measurable mapping
$$\varphi : \mathbb{T}_+ \times \Omega \times V \mapsto V, \ (t, \omega, x) \mapsto \varphi(t, \omega, x),$$
such that

(i) the mapping $x \mapsto \varphi(t, \omega, x) \equiv \varphi(t, \omega) x$ is continuous for every $t \geq 0$ and
$\omega \in \Omega$;

(ii) the mappings $\varphi(t, \omega) \equiv \varphi(t, \omega, \cdot)$ satisfy the cocycle property:
$$\varphi(0, \omega) = \text{id}, \ \varphi(t + s, \omega) = \varphi(t, \theta_s \omega) \circ \varphi(s, \omega)$$
for all $t, s \in \mathbb{T}_+$ and $\omega \in \Omega$. 
Here a metric dynamical system \( \theta \equiv (\Omega, \mathcal{F}, P, \{\theta_t, t \in \mathbb{T}\}) \) with (two-sided) time \( T \) is a probability space \( (\Omega, \mathcal{F}, P) \) with a family of transformations \( \{\theta_t : \Omega \to \Omega, t \in \mathbb{T}\} \) such that

1. \( \theta_0 = id, \theta_t \circ \theta_s = \theta_{t+s} \) for all \( t, s \in \mathbb{T}; \)
2. \( (t, \omega) \mapsto \theta_t \omega \) is measurable;
3. \( P(\theta_t B) = P(B) \) for all \( B \in \mathcal{F} \) and all \( t \in \mathbb{T}. \)

**Definition 2.2.** An RDS \((\theta, \varphi)\) is said to be 
order-preserving if 
\[
\varphi(t, \omega)x \leq \varphi(t, \omega)y \text{ for all } t \geq 0 \text{ and } \omega \in \Omega.
\]

Let \( V \) be a metric space with a metric \( \rho \). The multifunction \( \omega \mapsto D(\omega) \neq \emptyset \) is said to be a random set if the mapping \( \omega \mapsto \text{dist}(x, D(\omega)) \) is measurable for any \( x \in V \), where \( \text{dist}(x, B) \) is the distance in \( V \) between the element \( x \) and the set \( B \subset V \). If \( D(\omega) \) is closed for each \( \omega \in \Omega \), then \( D \) is called a random closed set.

If \( D(\omega) \) are compact sets for all \( \omega \in \Omega \), then \( D \) is called a random compact set. A multifunction \( \omega \mapsto D(\omega) \) is said to be invariant with respect to RDS \((\theta, \varphi)\) if \( \varphi(t, \omega)D(\omega) = D(\theta_t \omega) \) for all \( t > 0 \) and \( \omega \in \Omega \).

\[ \mathcal{F}^\nu \equiv \bigcap_{\nu} \mathcal{F}^{\nu} \]

is said to be the universal \( \sigma \)-algebra associated with the measurable space \( (\Omega, \mathcal{F}) \), where the intersection is taken over all probability measures \( \nu \) on \((\Omega, \mathcal{F})\) and \( \mathcal{F}^{\nu} \) denotes the completion of the \( \sigma \)-algebra \( \mathcal{F} \) with respect to \( \nu \). Note that \( \theta_t \mathcal{F}^{\nu} = \mathcal{F}^{\nu} \) for any fixed \( t \in \mathbb{T} \). Obviously, \((\mathcal{F} \text{ measurable})\) random variables are \( \mathcal{F}^{\nu} \) measurable random variables.

Let \( D : \omega \mapsto D(\omega) \) be a multifunction. We call the multifunction

\[
\omega \mapsto \gamma^\nu_D(\omega) := \bigcup_{\tau \geq t} \varphi(\tau, \theta_{-\tau} \omega)D(\theta_{-\tau} \omega)
\]

the tail (from the moment \( t \)) of the (pull-back) trajectories emanating from \( D \), and we call the multifunction

\[
\omega \mapsto \Gamma_D(\omega) := \bigcap_{t \geq 0} \gamma^\nu_D(\omega) = \bigcap_{t \geq 0} \bigcup_{\tau \geq t} \varphi(\tau, \theta_{-\tau} \omega)D(\theta_{-\tau} \omega)
\]

the (pull-back) omega-limit set of the trajectories emanating from \( D \). If \( D(\omega) = \{u(\omega)\} \) is a single-valued function, then \( \omega \mapsto \gamma^\nu_v(\omega) \equiv \gamma^\nu_D(\omega) \) is said to be the (pull-back) trajectory emanating from \( v \).

The following result is adopted from [2].

**Proposition 2.3.** For any random closed set \( \{D(\omega)\} \) the closure \( \overline{\gamma^\nu_D(\omega)} \) of any tail \( \gamma^\nu_D(\omega) \) is a random closed set with respect to the universal \( \sigma \)-algebra \( \mathcal{F}^{\nu} \).

A random variable \( u : \Omega \to V \) is said to be an equilibrium of the RDS \((\theta, \varphi)\) if it is invariant under \( \varphi \), i.e., if \( \varphi(t, \omega)u(\omega) = u(\theta_t \omega) \) for all \( t \geq 0 \) and all \( \omega \in \Omega \). Let \((\theta, \varphi)\) be an order-preserving RDS. A random variable \( u : \Omega \to V \) is said to be

(i) a sub-equilibrium if \( \varphi(t, \omega)u(\omega) \geq u(\theta_t \omega) \) for all \( t \geq 0 \) and all \( \omega \in \Omega \);
(ii) a super-equilibrium if \( \varphi(t, \omega)u(\omega) \leq u(\theta_t \omega) \) for all \( t \geq 0 \) and all \( \omega \in \Omega \).

Let \( V \) be a real Banach space. A cone \( V_+ \) is said to be normal if the norm \( \|x\| \) in \( V \) is semi-momotone; i.e., there exists a constant \( c \) such that the property \( 0 \leq x \leq y \) implies that \( \|x\| \leq c \cdot \|y\| \). It is said to be minihedral if every finite set \( M \) in \( V \) which is order-bounded (i.e., has an upper bound and a lower bound) has a supremum (i.e., the least upper bound) \( \sup M \).
When $V_+$ is a solid normal minihedral cone, we have the following result, which comes from [2, p.87] and [2, p.90].

**Theorem 2.4.** Let $V_+$ be a solid normal minihedral cone in the real Banach space $V$. Then every compact set $B \subset V$ has a supremum. Let $\{D(\omega)\}$ be a random compact set in $V$. Then $\sup D(\omega)$ and $\inf D(\omega)$ are random variables in $V$.

**Remark 2.5.** In Theorem 2.4, if $\{D(\omega)\}$ is a random compact set measurable w.r.t. $\mathcal{F}^u$, then $\sup D(\omega)$ and $\inf D(\omega)$ are $\mathcal{F}^u$ measurable random variables, and the proof is similar.

The following proposition shows that the pull-back omega-limit set emanating from a semi-equilibrium consists of a single equilibrium, which can be found in [2, p.104].

**Proposition 2.6.** Assume $c$ is either a sub- or a super-equilibrium and assume that for any $\omega \in \Omega$ there exists $t_0 = t_0(\omega)$ such that $\gamma_{c(t_0(\omega))}(\omega)$ is a compact set in $V$. Then $\Gamma_{c}(\omega)$ consists of a single equilibrium $u$ and

$$\lim_{t \to +\infty} \varphi(t, \theta_{-t}\omega)c(\theta_{-t}\omega) = u(\omega)$$

for all $\omega \in \Omega$ monotonically.

**Remark 2.7.** Note that the conclusion in Proposition 2.6 still holds if we remove the measurability from the definitions of sub-equilibrium, super-equilibrium and equilibrium.

3. The main result and its proof

In this section we shall present our main result and give its proof. In order to do this, we need the following consequence (see, e.g., [2, p.35]).

**Proposition 3.1.** $x \in \Gamma_x(\omega)$ if and only if there exist sequences $t_n \to +\infty$ and $y_n \in D(\theta_{-t_n}\omega)$ such that

$$x = \lim_{n \to +\infty} \varphi(t_n, \theta_{-t_n}\omega)y_n.$$

Now we are in a position to state our main result.

**Theorem 3.2.** Let $V$ be a real separable Banach space with a normal solid minihedral cone $V_+$. Assume that $(\theta, \varphi)$ is an order-preserving RDS with state space $V$. Suppose that

(a) for any $\mathcal{F}^u$ measurable random variable $x(\omega)$, $\overline{\gamma^u_x(\omega)}$ is a compact set in $V$ for each $\omega \in \Omega$, and

(b) any two $\mathcal{F}^u$ measurable equilibria are equal almost surely.

Then $(\theta, \varphi)$ has an $\mathcal{F}^u$ measurable equilibrium $w(\omega)$, and this equilibrium is globally attractive almost surely; i.e., for any random variable $x(\omega)$,

$$\lim_{t \to +\infty} \varphi(t, \theta_{-t}\omega)x(\theta_{-t}\omega) = w(\omega) \text{ for almost all } \omega \in \Omega.$$

**Proof.** For any random variable $x(\omega)$, we claim that $\Gamma_x(\omega)$ is an invariant random compact set measurable with respect to $\mathcal{F}^u$.

Firstly, we prove that $\Gamma_x(\omega)$ is a nonempty compact set. From the definition of trajectory, we have

$$\lim_{t \to +\infty} \text{dist}(\varphi(t, \theta_{-t}\omega)x(\theta_{-t}\omega), \overline{\gamma^u_x(\omega)}) = 0.$$
Let \( t_n \to \infty \) and \( y_n = x(\theta_{-t_n}\omega) \). Then there exists a sequence \( \{b_n\} \subset \gamma_0^0(\omega) \) such that
\[
\text{dist}(\varphi(t_n, \theta_{-t_n}\omega)y_n, b_n) \to 0 \quad \text{as} \quad n \to +\infty.
\]
The compactness of \( \overline{\gamma_0^0(\omega)} \) implies that for some subsequence \( \{n_k\} \) and some \( b \in \overline{\gamma_0^0(\omega)} \) we have \( b_{n_k} \to b \). This implies that
\[
\varphi(t_{n_k}, \theta_{-t_{n_k}}\omega)y_{n_k} \to b \in \overline{\gamma_0^0(\omega)} \quad \text{as} \quad k \to +\infty.
\]

Thus by Proposition 3.1 we have that \( \Gamma_x(\omega) \) is nonempty.

Since \( \Gamma_x(\omega) \subset \overline{\gamma_0^0(\omega)} \) and \( \Gamma_x(\omega) \) is closed, \( \Gamma_x(\omega) \) is a compact set.

Secondly, let us prove that \( \Gamma_x(\omega) \) is invariant. For any \( y \in \Gamma_x(\omega) \), using the cocycle property and Proposition 3.1, we have
\[
\varphi(t, \omega)y = \lim_{n \to \infty} \varphi(t, \omega) \circ \varphi(t_n, \theta_{-t_n}\omega)y_n = \lim_{n \to \infty} \varphi(t + t_n, \theta_{-t_n} \circ \theta_{t_n}\omega)y_n
\]
for some sequences \( y_n = x(\theta_{-t_n}\omega) \) and \( t_n \to +\infty \). Due to Proposition 3.1 this implies that \( \varphi(t, \omega)y \in \Gamma_x(\theta_{t}\omega) \). Thus \( \varphi(t, \omega)\Gamma_x(\omega) \subset \Gamma_x(\theta_{t}\omega) \) for all \( t > 0 \) and \( \omega \in \Omega \).

Assume that \( y \in \Gamma_x(\theta_{t}\omega) \) for some \( t > 0 \) and \( \omega \in \Omega \). Proposition 3.1 implies that
\[
y = \lim_{n \to \infty} \varphi(t, \omega)z_n \quad \text{with} \quad z_n = \varphi(t_n - t, \theta_{-t_n + t}\omega)y_n.
\]
Since \( \overline{\gamma_0^0(\omega)} \) is compact, by (3.2) there exist \( \{n_k\} \) and \( b \in \overline{\gamma_0^0(\omega)} \) such that \( z_{n_k} \to b \) as \( k \to \infty \). Moreover Proposition 3.1 implies that \( b \in \Gamma_x(\omega) \). From (3.3) we have
\[
y = \varphi(t, \omega)b.
\]
Thus \( \Gamma_x(\theta_{t}\omega) \subset \varphi(t, \omega)\Gamma_x(\omega) \) for all \( t > 0 \) and \( \omega \in \Omega \). Therefore \( \Gamma_x(\omega) \) is invariant.

Finally, we show that \( \Gamma_x(\omega) \) is a random set measurable with respect to \( F^u \).

Obviously, \( \Gamma_x(\omega) = \bigcap_{n \in \mathbb{Z}^+} \overline{\gamma_x^n(\omega)} \). Then since \( \Gamma_x(\omega) \subset \overline{\gamma_x^{n+1}(\omega)} \subset \overline{\gamma_x^n(\omega)} \), we have
\[
\text{dist}(y, \gamma_x^n(\omega)) \leq \text{dist}(y, \gamma_x^{n+1}(\omega)) \leq \text{dist}(y, \Gamma_x(\omega))
\]
for any \( y \in V \). Therefore we have
\[
\text{dist}(y, \Gamma_x(\omega)) \geq \lim_{n \to \infty} \text{dist}(y, \gamma_x^n(\omega)), \quad \omega \in \Omega.
\]
Let \( x_n \in \gamma_x^n(\omega) \) be such that
\[
\text{dist}(y, x_n) \leq \text{dist}(y, \gamma_x^n(\omega)) + \frac{1}{n}, \quad n = 1, 2, ...
\]
Since \( \gamma_x^n(\omega) \subset \overline{\gamma_x^n(\omega)} \) as \( n \to \infty \) for all \( \omega \in \Omega \), there exist a subsequence \( n_k = n_k(\omega) \) and \( b \in \overline{\gamma_x^n(\omega)} \) such that \( x_{n_k} \to b \). By Proposition 3.1 we obtain \( b \in \Gamma_x(\omega) \). Therefore
\[
\text{dist}(y, \Gamma_x(\omega)) \leq \text{dist}(y, b) = \lim_{k \to \infty} \text{dist}(y, x_{n_k}) \leq \lim_{n \to \infty} \text{dist}(y, \gamma_x^n(\omega)).
\]

Thus we obtain
\[
\text{dist}(y, \Gamma_x(\omega)) = \lim_{n \to \infty} \text{dist}(y, \gamma_x^n(\omega)), \quad \omega \in \Omega.
\]
By Proposition 2.3, \( \omega \mapsto \text{dist}(y, \gamma^n_x(\omega)) \) is \( \mathcal{F}^u \) measurable for any \( n \). Thus \( \omega \mapsto \text{dist}(y, \Gamma_x(\omega)) \) is also \( \mathcal{F}^u \) measurable. Hence \( \Gamma_x(\omega) \) is a random set measurable with respect to \( \mathcal{F}^u \).

So we have showed that \( \Gamma_x(\omega) \) is an invariant random compact set measurable with respect to \( \mathcal{F}^u \).

Then by Theorem 2.4 and Remark 2.5 it follows that \( a(\omega) := \inf \Gamma_x(\omega) \) and \( b(\omega) := \sup \Gamma_x(\omega) \) are \( \mathcal{F}^u \) measurable variables in \( V \). Since \( (\theta, \varphi) \) is order-preserving,

\[
a(\omega) \leq v(\omega) \leq b(\omega)
\]

implies that

\[
\varphi(t, \omega)a(\omega) \leq \varphi(t, \omega)v(\omega) \leq \varphi(t, \omega)b(\omega)
\]

for all \( v(\omega) \in \Gamma_x(\omega) \).

The invariance property \( \varphi(t, \omega)\Gamma_x(\omega) = \Gamma_x(\theta t \omega) \) gives that

\[
(3.5) \quad \varphi(t, \theta^{-t} \omega)a(\theta^{-t} \omega) \leq v(\omega) \leq \varphi(t, \theta^{-t} \omega)b(\theta^{-t} \omega)
\]

for all \( t \geq 0 \) and \( \omega \in \Omega \).

Therefore, \( a(\omega) = \inf \Gamma_x(\omega) \) and \( b(\omega) = \sup \Gamma_x(\omega) \) are super- and sub-equilibria measurable with respect to \( \mathcal{F}^u \), respectively. Let

\[
a_t(\omega) := \varphi(t, \theta^{-t} \omega)a(\theta^{-t} \omega) \quad \text{and} \quad b_t(\omega) := \varphi(t, \theta^{-t} \omega)b(\theta^{-t} \omega).
\]

For any fixed \( t > 0 \), the mapping \( (\omega, x) \mapsto \varphi(t, \omega)x \) is \( \mathcal{F} \otimes \mathcal{B}(V) \) measurable (thus \( \mathcal{F}^u \otimes \mathcal{B}(V) \) measurable). Moreover, since \( \omega \mapsto (\omega, a(\omega)) \) is \( \mathcal{F}^u \), \( \mathcal{F}^u \otimes \mathcal{B}(V) \) measurable and \( \omega \mapsto \theta^{-t} \omega \) is \( \mathcal{F}^u \), \( \mathcal{F}^u \) measurable for any fixed \( t \in \mathbb{T} \), it follows that \( a_t(\omega) = \varphi(t, \theta^{-t} \omega)a(\theta^{-t} \omega) \) is measurable with respect to \( \mathcal{F}^u \) for any fixed \( t > 0 \). Similarly, we obtain that \( b_t(\omega) = \varphi(t, \theta^{-t} \omega)b(\theta^{-t} \omega) \) is also measurable with respect to \( \mathcal{F}^u \) for any fixed \( t > 0 \). Thus by Proposition 2.6 and Remark 2.7 \( \Gamma_a(\omega) \) and \( \Gamma_b(\omega) \) consist of single equilibria \( w_a(\omega) \) and \( w_b(\omega) \) measurable with respect to \( \mathcal{F}^u \), respectively.

From 3.6 and the definition of omega-limit set we have

\[
\Gamma_a(\omega) \leq \Gamma_x(\omega) \leq \Gamma_b(\omega).
\]

By (b), we obtain \( w_a(\omega) = w_b(\omega) \) almost surely. Let \( w_x(\omega) = w_a(\omega) \). Then we get \( \Gamma_x(\omega) = \{w_x(\omega)\} \) almost surely. If \( y(\omega) \) is another random variable, by the above process, we get \( \Gamma_y(\omega) = \{w_y(\omega)\} \) almost surely for some \( \mathcal{F}^u \) measurable equilibrium \( w_y(\omega) \). Now using (b) again, we have \( w_x(\omega) = w_y(\omega) \) almost surely. Let \( w(\omega) = w_x(\omega) \). Then it follows that for any random variable \( x(\omega) \),

\[
\lim_{t \to +\infty} \varphi(t, \theta^{-t} \omega)x(\theta^{-t} \omega) = w(\omega)
\]

for almost all \( \omega \in \Omega \).

Thus \( (\theta, \varphi) \) has an \( \mathcal{F}^u \) measurable equilibrium \( w(\omega) \), which is globally attractive almost surely.

\[\square\]

Remark 3.3. If we additionally assume that the tail \( \gamma^n_x(\omega) \) (and so its closure) is a random set for every \( t \geq 0 \), then the equilibrium given by Theorem 3.2 is measurable with respect to \( \mathcal{F}^u \); especially for a discrete RDS (\( \mathbb{T} = \mathbb{Z} \)) it is true. Indeed, in this case we have that \( \Gamma_x(\omega) \) is a random set by 3.3; thus \( a(\omega), b(\omega) \) and \( w(\omega) \) are \( \mathcal{F}^u \) measurable random variables.
Remark 3.4. Chueshov in [2] considered sublinear order-preserving RDS \((\theta, \varphi)\) with the property \(\varphi(t, \omega)V_+ \subset V_+\) for all \(t > 0\) and \(\omega \in \Omega\). Recall that the equivalence classes under the equivalence relation defined by \(x \sim y\) if there exists \(\alpha > 0\) such that \(\alpha^{-1}x \leq y \leq \alpha x\) on the cone \(V_+\) are called the parts of \(V_+\). Clearly \(\text{int}\,V_+\) is a part. If a sublinear order-preserving RDS \((\theta, \varphi)\) is strongly sublinear on \(\text{int}\,V_+\) (thus \(\varphi(t, \omega)\text{int}\,V_+ \subset \text{int}\,V_+\) for all \(t > 0\) and \(\omega \in \Omega\)), then [2, Theorem 4.2.1] implies that any two \(\mathcal{F}^u\) measurable equilibria in \(\text{int}\,V_+\) are equal almost surely (note that the conclusion in this theorem is also valid for \(\mathcal{F}^u\) measurable equilibria by a similar proof). Therefore, if for any \(\mathcal{F}^u\) measurable random variable \(x(\omega)\) in \(\text{int}\,V_+\), \(\gamma_0^0(\omega)\) is a compact set in \(\text{int}\,V_+\) for each \(\omega \in \Omega\), then by our Theorem 3.2 \((\theta, \varphi)\) has an \(\mathcal{F}^u\) measurable equilibrium in \(\text{int}\,V_+\) and this equilibrium is globally attractive almost surely in \(\text{int}\,V_+\).

Remark 3.5. For the random parabolic equations of Fisher type discussed in [6],
\[
\begin{align*}
\begin{cases}
  u_t = \Delta u + m(\theta, \omega, x, u)u(1-u), & x \in D, \\
  \frac{du}{mn} = 0, & x \in \partial D,
\end{cases}
\end{align*}
\]
where \(D \subset \mathbb{R}^N\) is an open, bounded and connected domain with smooth boundary, \(m(\omega, x, u)\) is measurable, and \(m(\omega, x, u)u(1-u)\) is of Fisher type (see [2] for details). If we further assume that \(m'_e(\omega, x, u) < 0\) for \(u \in (0, 1]\), then the strongly monotone RDS (see (2.2) in [6]) generated by (3.6) is strictly sublinear on \(X_+\), where \(X\) is the state space of the RDS. We claim that the RDS is strongly sublinear on \(X_+\); indeed, given \(\lambda \in (0, 1)\) and \(\phi \in \text{int}\,X_+\), the strict sublinearity implies that \(\varphi(t, \omega, \lambda \phi) > \lambda \varphi(t, \omega, \phi)\) for all \(t > 0\). Obviously, \(\varphi(t, \omega, \phi) \in \text{int}\,X_+\). By the strong monotonicity and strict sublinearity, it follows that for all \(t > 0\) and \(s > 0\)
\[
\varphi(s, \theta, \omega, \varphi(t, \omega, \lambda \phi)) > \varphi(s, \theta, \omega, \varphi(t, \omega, \phi)) > \lambda \varphi(s, \theta, \omega, \varphi(t, \omega, \phi)).
\]
Thus we get \(\varphi(t + s, \omega, \lambda \phi) > \lambda \varphi(t + s, \omega, \phi)\) for all \(t > 0\) and \(s > 0\). So if for any strictly positive \(\mathcal{F}^u\) measurable random variable \(\phi(\omega)\), \(\gamma_0^0(\omega)\) is a compact set in \(\text{int}\,X_+\), then from Remark 3.4 we obtain that the equilibrium \(1\) is globally attractive almost surely in \(\text{int}\,X_+\). This is just the case (2) in [6, Theorem 4.1].
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