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Abstract. In this article we provide a method of constructing continuous maps \( f : [0, 1] \to [0, 1] \) such that \( f \) is topologically mixing, has the shadowing property, and the inverse limit of copies of \([0, 1]\) with \( f \) as the bonding map is the pseudoarc. Such a map can be obtained as an arbitrarily small \( C^0 \)-perturbation of any topologically exact map on \([0, 1]\). We have therefore answered, in the affirmative, a question posed by Chen and Li in 1993.

1. Introduction

The first example of a pseudoarc was obtained by Knaster in [17]. Twenty years after Knaster, Moise constructed a nondegenerate chainable hereditarily indecomposable continuum that was similar to an arc in the sense that it was homeomorphic to each of its nondegenerate subcontinua [21]. In that paper the name pseudoarc was used for the first time. Later it was proved by Bing that all pseudoarcs are homeomorphic [5], so from the topological point of view the pseudoarc is unique.

While the pseudoarc seems to be a very complicated object, it can appear in dynamics in a natural way. Namely, it can be an invariant set of a dynamical system of the plane. Furthermore, it was proved by Barge that the pseudoarc (or any continua obtained as the inverse limit of an interval map) can be the global attractor in a dynamical system in the plane [2] and, as a consequence, the following natural question arose in the literature:

Question 1. Is there a transitive homeomorphism of the pseudoarc?

This question was answered in 1991 by Kennedy [16] and independently by Minc and Transue [20] in the affirmative. In fact, the construction of Minc and Transue answers another question raised by Barge in 1988 at the Spring Topology Conference (see comment in [20] on p. 1165; some additional bibliographical remarks can be found on p. 640 in [3]).

Question 2. Is there a transitive map \( f \in C(I) \) such that the inverse limit of copies of \( I \) with \( f \) as the bonding map is the pseudoarc?
Recall that the inverse limit of $f \in C(I)$ is the following subset of the Hilbert cube $\mathbb{I}$ (the Cartesian product of countably many copies of $I$):

$$X_f = \lim_{\leftarrow} (I, f) = \{(x_0, x_1, \ldots) : f(x_{n+1}) = x_n \} \subset \mathbb{I}.$$ 

Note that every map $f \in C(I)$ induces a homeomorphism on the inverse limit $\sigma_f : X_f \to X_f$ defined by $\sigma_f(x_0, x_1, \ldots) = (f(x_0), x_0, x_1, \ldots)$.

While [20] provides a clear way for the construction of transitive maps $f \in C(I)$ whose inverse limit is the pseudoarc, such maps are to some extent very special. Recent results [7, Theorem D] show that the set of surjections whose inverse limit set is the pseudoarc is nowhere dense in the set of all surjections $C_s(I) \subset C(I)$ (and obviously, every transitive map $f \in C(I)$ is a surjection). Additionally, if such a map has a periodic point of period 2, then it must have a periodic point of odd period greater than one. But according to Sharkovsky’s theorem (see [23] or [8]), if $f \in C(I)$ has a periodic point of period $n \neq 1$, then $f$ has a periodic point of period 2, so if $X_f$ is the pseudoarc, then the only periodic points of $f$ are fixed points or $f$ has a periodic point with odd period greater than one. It is noteworthy that the question whether there is $f \in C(I)$ such that $X_f$ is the pseudoarc and $f$ has a periodic point of odd period greater than one but without periodic point of period three is still open [19, Question 7.1.8].

The maps constructed according to the scheme of [20] have always a point of odd period greater than one, since transitive maps of the interval always have a point of period 6 [6, Corollary 3.5]. But there are also known examples of maps with $X_f$ being the pseudoarc but without points of period other than 1. A classical example is the map constructed by Henderson in 1964 in [15]. This map has 0 and 1 as its only fixed points, and $f(x) < x$ for all $x \in (0, 1)$ (its graph looks much like the graph of $g(x) = x^2$ with small notches in it). It was proved by Chen and Li that this map has the shadowing property [11], and it is also not hard to verify that the set of nonwandering points of that map equals $\{0, 1\}$; in particular this map has zero topological entropy. We do not recall here the definition of topological entropy, since it is well known (e.g. see [14]; for a more detailed exposition in the context of one-dimensional maps, see [1]). For our purposes it is only important to remember that topological entropy is a number $h_{\text{top}}(f) \in [0, +\infty]$ and for every transitive map $f \in C(I)$ its topological entropy is at least $h_{\text{top}}(f) \geq \log \sqrt{2}$ (see [6, Corollary 3.6]). It is also known that if $f \in C(I)$, then $h_{\text{top}}(f) = h_{\text{top}}(\sigma_f)$ and if $f$ has the shadowing property, then so does $\sigma_f$ (see [10, Proposition 5.2] and [11, Theorem 1.3] respectively). Then it is evident that the map of Henderson induces a homeomorphism $\sigma_f$ of the pseudoarc with the shadowing property and zero topological entropy. This observation led Chen and Li to state the following question (see [12, p. 93]), which, so far, hasn’t been answered yet.

**Question 3.** Is there a homeomorphism of the pseudoarc with the shadowing property and positive topological entropy?

The main aim of this article is a construction of a map which provides the positive answer to the above question. To obtain this goal we will modify the construction of Minc and Transue. The main difficulty is that shadowing of $f \in C(I)$, similarly to the property that $X_f$ is the pseudoarc, is not stable under small perturbations. Even in the family of tent maps $f_s$, $s \in [\sqrt{2}, 2]$, the set of parameters for which $f_s$ has the shadowing property has full Lebesgue measure, while the complement of
this set is locally uncountable; that is, its intersection with any open subinterval of \([\sqrt{2}, 2]\) is uncountable \[13\]. Then as we see, the main step is to develop a special class of perturbations, suitable in our context.

2. Basic definitions and facts

A continuum is a connected compact space. A chain is a collection of open sets \(\{C_i\}_{i=1}^{\infty}\) (so-called links) such that \(C_i \cap C_j \neq \emptyset\) if and only if \(|j-i| \leq 1\). A continuum \(X\) is chainable if for all \(\varepsilon > 0\), there is a chain of open sets of diameters less than \(\varepsilon\) that covers \(X\). A continuum \(X\) is indecomposable if it cannot be expressed as the union of two of its proper subcontinua and hereditarily indecomposable if each of its subcontinua is indecomposable. We say that a nondegenerate continuum is a pseudoarc if it is chainable and hereditarily indecomposable.

In this article we consider continuous maps \(f: X \to X\) acting on a compact metric space \((X,d)\). The space of all such maps \(f\) is denoted \(C(X)\). We denote \(I = [0,1]\) and always assume that \(I\) is endowed with the metric \(d(x,y) = |x-y|\).

We endow \(C(I)\) with the complete metric

\[
\rho(f,g) = \sup_{x \in I} |f(x)-g(x)|.
\]

A map \(f \in C(X)\) is:
- transitive if for all nonempty open sets \(U,V\) there is \(n > 0\) such that \(f^n(U) \cap V \neq \emptyset\),
- topologically weakly mixing if the Cartesian product \(f \times f\) is transitive on \(X \times X\),
- topologically mixing if for all nonempty open sets \(U,V\) there is \(N \) such that \(f^n(U) \cap V \neq \emptyset\) for every \(n > N\),
- topologically exact if for every nonempty open set \(U\) there is \(n > 0\) such that \(f^n(U) = X\).

A sequence \(\{y_n\}_{n \in \mathbb{N}} \subset I\) is called a \(\delta\)-pseudo-orbit \((\delta \geq 0)\) of \(f \in C(I)\) if

\[
d(f(x_n), x_{n+1}) \leq \delta \quad \text{for every} \quad n \in \mathbb{N}.
\]

We say that a map \(f \in C(I)\) has the shadowing property if for every \(\varepsilon > 0\) there exists \(\delta > 0\) satisfying the following condition: given a \(\delta\)-pseudo-orbit \(y = \{y_n\}_{n \in \mathbb{N}}\) we can find a corresponding point \(x \in I\) which \(\varepsilon\)-traces \(y\), i.e.,

\[
d(f^n(x), y_n) \leq \varepsilon \quad \text{for every} \quad n \in \mathbb{N}.
\]

**Definition 1.** Let \(f \in C(I)\), let \(a,b \in I\) and let \(\delta > 0\). We say that \(f\) is \(\delta\)-crooked between \(a\) and \(b\) if, for every two points \(c,d \in I\) such that \(f(c) = a\) and \(f(d) = b\), there is a point \(c'\) between \(c\) and \(d\) and there is a point \(d'\) between \(c'\) and \(d\) such that \(|b-f(c')| < \delta\) and \(|a-f(d')| < \delta\). We will say that \(f\) is \(\delta\)-crooked if it is \(\delta\)-crooked between every pair of points.

We say that \(x \in I\) is a critical point of \(f \in C(I)\) if \(f'(x)\) vanishes or is undefined.

**Definition 2.** A continuous map \(f \in C(I)\) is called admissible if it is a piecewise linear and topologically exact map such that \(|f'(x)| > 4\) for every noncritical point \(x \in I\).

Now, we recall some useful facts from \[20\] and \[11\] for the reader’s convenience. It is recommended, however, to keep a copy of \[20\] and \[11\] as a reference when reading the present article.
Lemma 3 ([20] Proposition 2]). Let \( f, F \in C(I) \) be two maps so that \( \rho(f, F) < \varepsilon \). If \( f \) is \( \delta \)-crooked, then \( F \) is \((\delta + 2\varepsilon)\)-crooked.

Lemma 4 ([20] Proposition 3]). Let \( \{f_i\}_{i=1}^\infty \subset C(I) \) be a sequence of \( \delta \)-crooked maps. If the sequence converges uniformly, then the limit is also \( \delta \)-crooked.

Lemma 5 ([20] Lemma on p. 1167]). Let \( f \in C(I) \) be an admissible map. Let \( \eta \) and \( \delta \) be two positive numbers. Then there is an admissible map \( F \in C(I) \) and there is a positive integer \( n \) such that \( F^n \) is \( \delta \)-crooked and \( \rho(f, F) < \eta \). Moreover, if \( 0 \leq a < b \leq 1 \) and \( b - a > \varepsilon /4 \), where \( \varepsilon > 0 \) is some particular number fixed during the proof (see the first paragraph on page 1168 in [20]). Namely, if \( n \) fulfills the above condition, then so does any integer \( m > n \).

Lemma 6 ([20] Proposition 4]). Let \( f \in C(I) \) be a map with the property that for every \( \delta > 0 \) there is an integer \( n > 0 \) such that \( f^n \) is \( \delta \)-crooked. Then the inverse limit of copies of \( I \) with \( f \) as the bonding map is the pseudoarc.

Theorem 8 ([11] Theorem 1.3]). If \( f \in C(I) \) has the shadowing property, then the homeomorphism \( \sigma_f \) also has the shadowing property.

3. Shadowing and admissible maps

Let \( f \in C(I) \), \( \lambda > 1 \) and suppose that the set of critical points of \( f \) is nowhere dense in \( I \). If \( |f(x) - f(y)| \geq \lambda |x - y| \) for every \( x, y \in I \) such that \( x < y \) and the interval \((x, y)\) contains no critical point, then we say that \( f \) is \( \lambda \)-expanding.

By a nondegenerate interval we mean any closed interval which is not a singleton.

The following fact is well known. We present its proof for completeness.

Lemma 9. Assume that \( f \in C(I) \) is \( \lambda \)-expanding with nowhere dense set of critical points and let \( N < \lambda \) be a positive integer. If \( J \) is a nondegenerate interval, then there exists an integer \( n \geq 0 \) such that \( f^n(J) \) contains at least \( N \) distinct critical points.

Proof. Fix any nondegenerate interval \( J \) and let \( C \subset I \) be the set of critical points of \( f \). Note that for any nondegenerate interval \( K \) the image \( f^n(K) \) never reduces to a single point (i.e. it is always a nondegenerate interval), as otherwise \( \text{int} K \subset \text{int} C \) for some nondegenerate interval \( K \), which contradicts the assumptions.

Suppose that \( K \) is a nondegenerate interval that contains no more than \( N - 1 \) critical points. Then \( K \setminus C \) has at most \( N \) connected components. In particular there are \( a < b \) such that \( b - a \geq \text{diam} K / N \), \( (a, b) \cap C = \emptyset \) and \([a, b] \subset K \). This implies that

\[
\text{diam} f(K) \geq \text{diam} f([a, b]) > \lambda (b - a) \geq (\lambda / N) \text{diam} K.
\]

This immediately implies that if \( f^n(J) \) contains at most \( N - 1 \) critical points for every \( n \geq 0 \), then

\[
\text{diam} f^n(J) \geq (\lambda / N)^n \text{diam} J \longrightarrow +\infty,
\]

which is impossible. \( \square \)

Assume that \( f \in C(I) \), \( f(x) = a \) and \( f(y) = b \). We say that \( f \) is:
Now we put

We divide each interval \([\alpha, \beta]\) into two-fold and three-fold maps given just before the theorem. On \([\alpha, \beta]\), the map \(F\) is two-fold with the peak \(\hat{\beta}\) or three-fold when the values on endpoints are equal or different respectively (see the definition of two-fold and three-fold maps given just before the theorem). On \([\gamma, \delta]\) the map \(F\) is defined the same way.

Step 1 (Construction). There exist a sequence \(0 = a_0 < a_1 < \ldots < a_n < a_{n+1} = 1\) and \(0 < \gamma < \frac{\delta}{6}\) such that

(i) \(a_{i+1} - a_i = \gamma\) for \(i = 0, \ldots, n;\)
(ii) \(\beta_i - \alpha_i < \frac{\delta}{2}\) for \(i = 0, \ldots, n,\)

where

\[
\alpha_i = \inf \{ f(x) : x \in [a_i, a_{i+1}] \}, \quad \beta_i = \sup \{ f(x) : x \in [a_i, a_{i+1}] \}.
\]

The map \(f\) is topologically exact, so it is not constant on any open interval. In particular \(\alpha_i < \beta_i\).

Put \(k_i = \max \{ j : a_j \leq \alpha_i \}\) and \(l_i = \min \{ j : a_j \geq \beta_i \}\) and define

\[
\hat{\alpha}_i = \begin{cases} 0, & \text{if } k_i = 0, \\ \frac{a_{i+1} - a_i}{2}, & \text{otherwise}, \end{cases} \quad \hat{\beta}_i = \begin{cases} 1, & \text{if } l_i = n + 1, \\ \frac{a_{i+1} - a_i}{2}, & \text{otherwise}. \end{cases}
\]

We divide each interval \([a_i, a_{i+1}]\) into six subintervals by putting

\[
y_0^i = a_i, \quad y_6^i = a_i + \gamma = a_{i+1}, \quad y_2^i = a_i + \frac{\gamma}{3}, \quad y_3^i = a_i + \frac{\gamma}{2}, \quad y_4^i = a_i + \frac{2\gamma}{3},
\]

\[
y_1^i = a_i + \frac{\gamma}{8}, \quad y_5^i = a_i + \frac{7\gamma}{8}.
\]

We define \(b_0^i = f(a_i), b_5^i = f(a_{i+1}), b_2^i = b_3^i = b_4^i = \hat{\alpha}_i\). We also put

\[
b_1^i = \begin{cases} \hat{\alpha}_i, & \text{if } \hat{\alpha}_i - \alpha_i > \frac{\gamma}{2}, \\ \hat{\beta}_i, & \text{otherwise}. \end{cases}
\]

Now we put \(F(y_j^i) = b_j^i, j = 0, \ldots, 6\) and extend the definition onto \([a_i, a_{i+1}]\) in the following way:

(i) \(F\) is linear on \([y_0^i, y_1^i]\) and \([y_5^i, y_6^i]\);
(ii) \(F\) is two-fold on both intervals \([y_2^i, y_3^i]\), \([y_3^i, y_4^i]\) with the peak \(\hat{\beta}_i\).
(iii) On \([y_1^i, y_5^i]\) the map \(F\) is two-fold with the peak \(\hat{\beta}_i\) or three-fold when the values on endpoints are equal or different respectively (see the definition of two-fold and three-fold maps given just before the theorem). On \([y_4^i, y_6^i]\) the map \(F\) is defined the same way.

Step 2 (Admissibility). Now, we will show that \(\rho(f, F) < \frac{\delta}{2}\) and \(F\) is admissible. Obviously \(F\) is piecewise linear. The remaining conditions are as follows:
Claim 2.1. \( \rho(f, F) < \frac{\varepsilon}{2} \). Observe that
\[
\hat{\beta}_i - \hat{\alpha}_i \leq \hat{\beta}_i - \beta_i + \beta_i - \alpha_i + \alpha_i - \hat{\alpha}_i \\
\leq \frac{3}{2} \gamma + \frac{3}{3} + \frac{3}{2} \gamma \\
< \frac{\varepsilon}{12} + \frac{\varepsilon}{3} + \frac{\varepsilon}{12} - \frac{\varepsilon}{2}.
\]
By the definition of \( F \) we obtain that
\[
(3.1) \quad f([a_i, a_{i+1}]) = [\alpha_i, \beta_i] \subset [\hat{\alpha}_i, \hat{\beta}_i] = F([a_i, a_{i+1}])
\]
and so \( |f(x) - F(x)| < \frac{\varepsilon}{2} \) for every \( x \in [a_i, a_{i+1}] \). Since \( i \) was arbitrary, the claim holds.

Claim 2.2. \( |F'(t)| > 4 \) wherever it exists. Fix \( i \in \{0, \ldots, n \} \). By the definition, \( \hat{\beta}_i - \hat{\alpha}_i \geq \frac{3\varepsilon}{2}, |b_i' - b_i| < \frac{\varepsilon}{2} \) and \( |b'_i - b'_i| < \frac{\varepsilon}{2} \). Then for any noncritical \( t \in [y'_i, y'_i] \) or \( t \in [y'_i, y'_i] \) we have that \( |F'(t)| > \frac{\varepsilon}{2} \gamma = 4 \). The map \( F \) is at least two-fold on each interval \( [y'_i, y'_i+1] \) and \( y'_i+1 - y'_i < \frac{\varepsilon}{2} \). This immediately implies that \( |F'(t)| \geq \frac{3\varepsilon}{2} \gamma > 4 \) for each noncritical argument \( t \in [y'_i, y'_i+1] \).

Claim 2.3. \( F^k([a_i, a_{i+1}]) \subset F^k([a_i, a_{i+1}]) \) for every \( k > 0 \) and every \( i = 0, \ldots, n \) and the following implication holds:
\[
(3.2) \quad \text{if } F^k([a_i, a_{i+1}]) \cap (a_j, a_{j+1}) \neq \emptyset, \text{ then } F^k([a_i, a_{i+1}]) \supset [\frac{a_i + a_{i+1} + a_j}{2}, \frac{a_j + a_{j+1} + a_{i+1}}{2}] \text{ or } F^k([a_i, a_{i+1}]) \supset [\frac{a_i + a_{i+1} + a_{j+1}}{2}, a_{j+1}].
\]
We will prove the claim by induction on \( k \). For \( k = 1 \) the first part of the claim holds by (3.1), and condition (3.2) holds by the definition of \( \hat{\alpha}_i \) and \( \hat{\beta}_i \). Next, fix \( k > 0 \) and assume that the claim holds for \( i = 0, \ldots, n \) and all \( s \leq k \). Fix an integer \( i \in \{0, \ldots, n \} \). The set \( F^k([a_i, a_{i+1}]) \) is closed and connected; thus it is a closed interval, say \( F^k([a_i, a_{i+1}]) = [a, b] \). Let \( \hat{i} = \max \{j : a_j \leq a_i\} \) and \( \hat{j} = \min \{j : a_j \geq b\} \). Note that \( b - a \geq \frac{3}{2} \gamma \) so \( j - \hat{i} \geq 2 \). By condition (3.2) we obtain that
\[
(3.3) \quad [\frac{a_i + a_{i+1} + a_j}{2}, \frac{a_j + a_{j+1} + a_{i+1}}{2}] \subset [a, b].
\]
Note that by the definition of \( F \) the following condition holds for \( j = 0, \ldots, n \):
\[
(3.4) \quad F([a_j, \frac{a_j + a_{j+1}}{2}]) = F([\frac{a_j + a_{j+1}}{2}, a_{j+1}]) = F([a_j, a_{j+1}]).
\]
Combining (3.3) and (3.4) we get
\[
F^{k+1}([a_i, a_{i+1}]) = F([a, b]) = \bigcup_{j=\hat{i}}^{j-1} F([a_j, a_{j+1}]),
\]
and so the proof of the claim is finished by the assumptions, since \( k \geq 1 \).

Claim 2.4. \( F \) is topologically exact. By the construction, \( F \) is \( \lambda \)-expanding with some \( \lambda > 4 \). Fix any nondegenerate interval \( J \). By Lemma 9 there is \( k > 0 \) such that \( F^k(J) \) contains at least four critical points. Then there are \( i \in \{0, \ldots, n\} \) and \( j \in \{1, \ldots, 4\} \) such that \( F^k(J) \supset [c, d] \), where \( c < d \) are two consecutive critical points in \( [y'_i, y'_i+1] \). But then there is \( s \) such that \( F^{k+1}(J) \supset [a_s, a_{s+1}] \).

By Claim 2.3 we see that \( F^{k+j+1}(J) \supset f^j([a_s, a_{s+1}]) \) for every \( j \geq 0 \). In particular there is \( m \) such that \( F^m(J) = I \), since \( f \) is topologically exact.
Step 3 ($\varepsilon$-shadowing). Put $\delta = \frac{\gamma}{10}$. Take any $g \in C(I)$ such that $\rho(F,g) < \delta$ and let $x = \{x_i\}_{i=0}^{\infty}$ be a $\delta$-pseudo-orbit for $g$. We claim that there is a sequence of intervals $J_i$ such that

(1) $\text{diam } J_i \leq \gamma$ and if $i > 0$, then $J_i \subset g(J_{i-1})$;
(2) $\text{dist}(x_i, J_i) < \gamma$.

Then there is $\hat{g}$ such that $F(J_i) = F([a_p, a_{p+1}])$ and $x_i \in [a_p, a_{p+1}]$.

Take $p$ such that $[a_p, a_{p+1}] \ni x_0$ and put $J_0 = [a_p, a_{p+1}]$. Then conditions (1)–(3) are fulfilled for $i = 0$.

Next assume that for $i = 0, \ldots, m$ there are intervals $J_i$ such that conditions (1)–(3) are satisfied. We will show how to construct $J_{m+1}$. Denote $F(J_m) = [a, b]$.

By (3) and arguments similar to (3.3) we obtain integers $\hat{i}, \hat{j}, \hat{i} - \hat{j} \geq 2$ such that

$$\left[\frac{a_i + a_{i+1}}{2}, \frac{a_{j-1} + a_j}{2}\right] \subset [a, b]$$

and by the definition of $F$ we have $a = 0$ or $a = \frac{a_i + a_{i+1}}{2}$, $b = 1$ or $b = \frac{a_{j-1} + a_j}{2}$.

Then

$$g(J_m) \supset [a + \delta, b - \delta] \supset [a_{i+1} - \frac{\gamma}{3}, a_{j-1} + \frac{\gamma}{3}]$$

and $g(x_m) \in [a - \delta, b + \delta]$, which implies that

$$x_{m+1} \in [a - 2\delta, b + 2\delta] \subset [a_i, a_j].$$

Then there is $\hat{i} \leq q \leq \hat{j}$ such that $x_{m+1} \in [a_q, a_{q+1}]$ and $L \subset [a_{i+1} - \frac{\gamma}{3}, a_{j-1} + \frac{\gamma}{3}]$ or $R \subset [a_{i+1} - \frac{\gamma}{3}, a_{j-1} + \frac{\gamma}{3}]$, where $L = [a_q, a_q + \frac{\gamma}{3}]$ and $R = [a_q + \frac{\gamma}{3}, a_{q+1}]$.

Now, we put $J_{m+1} = L$ or $J_{m+1} = R$ depending on the situation, obtaining that $J_{m+1} \subset g(J_m)$. Additionally $\text{dist}(x_{m+1}, J_{m+1}) < \gamma$ and by the definition of $F$ it follows that

$$F(J_{m+1}) = F(L) = F(R) = F([a_q, a_{q+1}]).$$

The inductive construction is finished.

By (1) there is a point $z \in I$ such that $z \in \bigcap_{n=0}^{\infty} g^{-1}(J_i)$. Then $g^i(z) \in J_i$ for every $i \geq 0$ and so by (1) and (2) we obtain that

$$d(g^i(z), x_i) \leq \text{diam } J_i + \text{dist}(x_i, J_i) \leq 2\gamma < \varepsilon.$$  

We have just proved that the pseudo-orbit $x$ is $\varepsilon$-traced by the point $z$. □

Theorem 11. For every topologically exact map $T \in C(I)$ and every $\tau > 0$ there is a topologically mixing map $f \in C(I)$ with shadowing, such that $\rho(T,f) < \tau$ and the inverse limit of copies of $I$ with $f$ as the bonding map is the pseudoarc.

Proof. First, we will construct a sequence of admissible maps $F_1, F_2, \ldots$, an increasing sequence of positive integers $N(1) < N(2) < \ldots$, and two sequences of positive numbers $\varepsilon_1, \varepsilon_2, \ldots$, $\delta_1, \delta_2, \ldots$ with the following properties:

(a) $\rho(F_{i+1}, F_i) < \delta_1 < 2^{-i}$ for all $i$, $\delta_1 < \tau/2$;
(b) $F_i^{N(k)}$ is a $2^{-k} - 2^{-k-1}$-crooked for all $1 \leq k \leq i$, where

$$a_i = \sum_{j=1}^{i} \frac{1}{j^2};$$

(c) there is $\xi > 0$ such that if $b - a \geq 2^{-k}$, then $F_i^{N(k)}([a, b]) \supset [a - \xi, b + \xi - \frac{1}{k}]$ for all $1 \leq k \leq i$;
(d) for all $i$, if $\rho(F_i, F_i(g) < 2\delta_i$, then every $\delta_i$-pseudo-orbit for $g$ is $\varepsilon_i$-traced;
(e) \( \delta_{i+1} < \delta_i/2 \) and \( \epsilon_{i+1} < \epsilon_i/2 \).

Put \( \epsilon_1 = \varepsilon = \min \{1/2, \tau/4\} \) and apply Theorem 10 to the map \( T \) obtaining a number \( \nu > 0 \) and an admissible map \( G \in C(I) \), \( \rho(G, T) < \frac{\tau}{8} \) such that if \( g \in C(I) \) and \( \rho(G, g) < \nu \), then every \( \nu \)-pseudo-orbit of \( g \) is \( \varepsilon \)-traced. Put \( a_1 = 1 \) and \( \delta_1 = \min \{\nu/4, \tau/4\} \). Now apply Lemma 5 with \( \eta = \min \{\delta_1, 2^{-1}\} \) and \( \delta = a_1(2^{-1} - 2^{-1-1}) = 1/4 \) obtaining an admissible map \( F_1 \) and \( N(1) \) such that (b) and (c) are fulfilled. Additionally, if \( \rho(F_1, g) < 2\delta_1 \) for some \( g \in C(I) \), then \( \rho(G, g) < 3\delta_1 < \nu \), which gives (d). Note that \( \rho(F_1, T) < \tau/2 \).

Now let us assume that we have already constructed \( F_1, \ldots, F_{i-1}, N(1), \ldots, N(i-1), \varepsilon_1, \ldots, \varepsilon_{i-1} \) and \( \delta_1, \ldots, \delta_{i-1} \).

There exists \( 0 < \eta_1 < \min \{\delta_{i-1}, 2^{-1}\} \) with the property that for any \( g \in C(I) \) if \( \rho(F_{i-1}, g) < \eta_1 \), then \( \rho(F_{i-1}^{-1} g^{(N(k))}, g^{(N(k))}) < a_{i-1}2^{-k-i-1} \) for all \( k < i \). In particular, it follows by Lemma 3 that \( g^{N(k)} \) is \( a_{i-1}(2^{-k} - 2^{-k-i}) \)-crooked. By (c), there is \( \mu \) such that if \( b - a \geq 2^{-k} \), then \( F_{i-1}^{-1}([a, b]) \supseteq \left[ \frac{1}{2k} - \mu, 1 + \mu - \frac{1}{2k} \right] \) for all \( 1 \leq k < i \). Put \( \xi = \mu/2 \) and decrease \( \eta_1 \) if necessary, so that \( g^{N(k)}([a, b]) \supseteq \left[ \frac{1}{2k} - \mu, 1 + \mu - \frac{1}{2k} \right] \) for every \( b - a \geq 2^{-k} \), \( 1 \leq k < i \) and \( g \in C(I) \) with \( \rho(F_{i-1}, g) < \eta_1 \). The constant \( \eta_1 \) will be essential in our construction.

Apply Theorem 10 with \( \varepsilon = \varepsilon_i = \min \{\frac{\eta_1}{4}, \frac{\varepsilon_{i-1}}{4}\} \) and \( f = F_{i-1} \), obtaining an admissible map \( G \in C(I) \) and \( \gamma > 0 \) such that if \( g \in C(I) \) and \( \rho(g, G) < \gamma \), then every \( \gamma \)-pseudo-orbit of \( g \) is \( \varepsilon_i \)-traced. Additionally \( \rho(F_{i-1}, G) < \frac{\eta_1}{4} \) and so by the definition of \( \eta_1 \) the map \( G^{N(k)} \) is \( a_{i-1}(2^{-k} - 2^{-k-i}) \)-crooked for all \( k < i \). Put \( \delta_i = \min \{\frac{\eta_1}{4}, \frac{\delta_{i-1}}{4}\} \) and note that \( \delta_i < 2^{-i} \) and (e) holds.

There is \( \eta_2 > 0 \) such that for all \( g \in C(I) \), if \( \rho(g, G) < \eta_2 \), then
\[
\rho(g^{N(k)}, G^{N(k)}) < (1/(2^2))(2^{-k} - 2^{-k-i})
\]
for all \( k < i \). Now, let us use Lemma 5 (together with Remark 5) for \( f = G \), \( \eta = \min \{\frac{\eta_1}{4}, \frac{\eta_1}{4}, 2^{-i-1}, \delta_i\} \) and \( \delta = a_i(2^{-i} - 2^{-i-1}) \) obtaining an admissible map \( F_i \in C(I) \) and \( n > N(i-1) \) such that \( \rho(F_i, G) < \eta \) and \( F_i^n \) is \( a_i(2^{-i} - 2^{-i-1}) \)-crooked. Put \( N(i) = n \). Note that
\[
\rho(F_i, F_{i-1}) < \eta + \frac{\eta_1}{4} < \eta_1 < \delta_{i-1},
\]
which gives (a). By the definition of \( \eta_1 \) together with the choice of \( N(i) \) we obtain (b). Condition (c) is a consequence of the choice of \( N(i) \) (Lemma 5) and \( \eta_1 \) (\( \rho(F_i, F_{i-1}) < \eta_1 \)). Finally, if \( g \in C(I) \) and \( \rho(g, F_i) < 2\delta_1 \), then \( \rho(G, g) < 3\delta_1 < \gamma \), which gives (d).

By the induction, a sequence of maps fulfilling (a)–(e) is constructed.

From the properties (a) and (e) the sequence \( F_1, F_2, \ldots \) converges to a map \( f \in C(f) \) and additionally
\[
\rho(f, F_1) < \sum_{i=1}^{\infty} \delta_i \leq \sum_{i=1}^{\infty} 2^{-i+1} \delta_1 \leq 2\delta_1 \leq \frac{\tau}{2}.
\]

If \( U \subseteq I \) is a nonempty open set, then there are \( a < b \) and \( N > 0 \) such that \([a, b] \subseteq U \) and \( b - a \geq 2^{-k} \) for every \( k \geq N \). But then \( f^{N(k)}(U) \supseteq \left[ \frac{1}{2k}, 1 - \frac{1}{2k} \right] \), which shows that \( f \) is topologically weakly mixing (e.g. see [3] Lemma 24). But it is well known that in the context of interval maps, weak mixing implies mixing (e.g. it can be easily deduced from [4] Theorem 6)). Put \( M = \sum_{j=1}^{\infty}(1/j^2) \) and
observe that the property (b) and Lemma 4 imply that $f^{N(k)}$ is $2^{-k}M$-crooked for all $k = 1, 2, \ldots$. By Lemma 7 we obtain that the inverse limit of copies of $I$ with $f$ as the bonding map is the pseudoarc.

Finally, we prove that $F$ has the shadowing property. Fix any $\varepsilon > 0$. Then there is $i$ such that $\varepsilon_i < \varepsilon$. By (d) and (e) we obtain that $\rho(f_i, F_i) < \delta_i$ and obviously each $\delta_i$-pseudo-orbit of $f$ is $\varepsilon$-traced. Indeed, $F$ has the shadowing property.

To finish the proof, note that

$$\rho(T, f) \leq \rho(T, F_1) + \rho(F_1, f) < \frac{\tau}{2} + \frac{\tau}{2} = \tau.$$

Recall that the endpoint $a \in \{0, 1\}$ is accessible for a map $f \in C(I)$ if there is $x \in (0, 1)$ and $n > 0$ such that $f^n(x) = a$. A map $f \in C(I)$ is topologically exact if and only if it is topologically mixing and both endpoints $\{0, 1\}$ are accessible for $f$ (see [9, Lemma 8.5]; the proof is very simple and can be easily deduced from [18, Lemma 23]).

Remark 12. The maps $f \in C(I)$ constructed in [20] are topologically exact, while the maps provided by Theorem 10 are only topologically mixing. The main difference is that in our case it may happen that one of the endpoints is not accessible.

Corollary 13. There is a topologically exact map $f \in C(I)$ with the shadowing property such that the inverse limit of copies of $I$ with $f$ as the bonding map is the pseudoarc. In particular $h_{top}(f) \geq \log \sqrt{2} > 0$.

Proof. Let $T \in C(f)$ be the standard tent map; that is, $T(0) = T(1) = 0$ and $T$ is two-fold on $[0, 1]$ with the peak 1. Before we proceed further with the proof, let us make two important observations.

1. Note that the perturbation of any map obtained by Theorem 10 does not change the image of any of the endpoints.

2. The perturbation $F$ of a map $f \in C(I)$ in Lemma 5 is obtained as the composition $F = f \circ g$ (see the second paragraph on p. 1168 in [20]), where the map $g$ is the map provided by [20, Proposition 5] (the formula for that map depends on the range of perturbation defined in terms of $\varepsilon$ and $\gamma$). But the map $g$ provided by [20, Proposition 5] has always (i.e. for any value of $\varepsilon$ and $\gamma$) the property that $g(0) = 0$ and $g(1) = 1$. In particular $F(0) = f(0)$ and $F(1) = f(1)$, which means that this perturbation does not change the image of the endpoints.

By the above remarks, every map $F_i$ defined during the proof of Theorem 11 (in the particular case of the tent map $T$) has the property that $F_i(0) = T(0) = 0$ and $F_i(1) = T(1) = 0$. The same property transfers to the map $f \in C(I)$ in the statement of Theorem 11 which is obtained as the limit of the sequence $F_i$ in $(C(I), \rho)$. This means that both endpoints are accessible for $f$, because $f$ is a surjective map and $f(\{0, 1\}) = \{0\}$. As a consequence, the map $f$ is topologically exact, since it is a topologically mixing map with accessible endpoints.

To finish the proof note that $h_{top}(f) \geq \log \sqrt{2} > 0$, since $f$ is transitive.

Remark 14. Even if $f$ is topologically exact, $\sigma_f$ is only topologically mixing; namely, homeomorphisms can never be topologically exact.
The map from Corollary 13 defines the homeomorphism $\sigma_f$ with interesting dynamical properties. Strictly speaking, by results of [12], we have the following:

**Corollary 15.** There is a topologically mixing homeomorphism $\xi$ of the pseudoarc with the shadowing property and positive topological entropy ($h_{\text{top}}(\xi) \geq \log \sqrt{2}$).

**Proof.** It is enough to consider a topologically mixing map $f \in C(I)$ with shadowing and such that $X_f$ is the pseudoarc (e.g. that provided by Corollary 13) to obtain that the homeomorphism $\sigma_f : X_f \to X_f$ has all the claimed properties. □

**Remark 16.** Recently, it was announced by Chris Mouron (at the Spring Topology and Dynamics Conference 2009, Gainesville, FL, USA) that when $f \in C(I)$ and $X_f$ is the pseudoarc, then the topological entropy of $\sigma_f$ (hence also of $f$) is either 0 or infinity [22].
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