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Abstract. Two subanalytic subsets of \( \mathbb{R}^n \) are \( s \)-equivalent at a common point, say \( O \), if the Hausdorff distance between their intersections with the sphere centered at \( O \) of radius \( r \) goes to zero faster than \( r^s \). In the present paper we investigate the existence of an algebraic representative in every \( s \)-equivalence class of subanalytic sets. First we prove that such a result holds for the zero-set \( V(f) \) of an analytic map \( f \) when the regular points of \( f \) are dense in \( V(f) \). Moreover we present some results concerning the algebraic approximation of the image of a real analytic map \( f \) under the hypothesis that \( f^{-1}(O) = \{ O \} \).

1. Introduction

Two subanalytic subsets of \( \mathbb{R}^n \) are \( s \)-equivalent at a common point, say \( O \), if the Hausdorff distance between their intersections with the sphere centered at \( O \) of radius \( r \) goes to zero faster than \( r^s \). This equivalence relation was introduced in [FFW], where we proved that for any real \( s \geq 1 \), every \( s \)-equivalence class of semialgebraic sets has an algebraic representative; i.e.

\begin{equation}
\text{every semialgebraic set can be approximated of order } s \text{ (in the previous sense) by an algebraic one.}
\end{equation}

In the present paper we investigate the existence of an algebraic representative in every \( s \)-equivalence class of subanalytic sets. For \( s = 1 \) the answer is positive for all semianalytic sets, a result which cannot be extended to the class of subanalytic sets. In general, since an analytic set \( X \) is locally the zero-set of an analytic map \( f \), it is natural to try to approximate \( X \) algebraically by means of the zero-set of a suitable truncation of the Taylor series of \( f \). We prove that such a result holds when the regular points of \( f \) are dense in its zero-set.

If we say that two analytic maps are \( V_s \)-equivalent if their zero-sets are \( s \)-equivalent, then the previous result can be seen as a jet-sufficiency theorem for \( V_s \)-equivalence. Recall that two maps have the same \( k \)-jet at \( O \) if their derivatives up to order \( k \) are the same at \( O \); this jet is called sufficient with respect to some equivalence relation if all representatives of the jet are equivalent. Thus our result can be reformulated by saying that if the regular points of \( f \) are dense in \( V(f) = f^{-1}(O) \), then some jet of \( f \) is \( V_s \)-sufficient.
In the final section we present some results concerning the algebraic approximation of the image of a real analytic map $f$ under the hypothesis that $f^{-1}(O) = \{O\}$. In particular we show that the algebraic approximation holds for all one-dimensional subanalytic sets, for analytic surfaces in $\mathbb{R}^3$, and for those analytic sets whose complexification has $O$ as a quasi-ordinary singular point. Observe that, once more, these results are jet-sufficiency theorems with respect to considering two analytic maps to be equivalent if their images are s-equivalent.

Note that analogous approximation results for complex analytic sets have been obtained by M. Bilski (see [B1] and [B2]) using techniques which are peculiar to the complex setting.

2. SOME PROPERTIES OF s-EQUIVALENCE

Let $A$ and $B$ be nonempty compact subsets of $\mathbb{R}^n$. Let us denote by $D(A, B)$ the classical Hausdorff distance, i.e.
\[
D(A, B) = \inf \left\{ \epsilon \mid A \subseteq N_{\epsilon}(B), \ B \subseteq N_{\epsilon}(A) \right\},
\]
where $N_{\epsilon}(A) = \{ x \in \mathbb{R}^n \mid d(x, A) < \epsilon \}$ and $d(x, A) = \inf_{y \in A} \|x - y\|$.

If we let $\delta(A, B) = \sup_{x \in B} d(x, A)$, then $D(A, B) = \max\{\delta(A, B), \delta(B, A)\}$.

We will denote by $\text{Der}(A)$ the set of nonisolated points of $A$ and by $S_r$ the sphere of radius $r$ centered at the origin.

**Definition 2.1.** Let $A$ and $B$ be closed subanalytic subsets of $\mathbb{R}^n$ with $O \in \text{Der}(A) \cap \text{Der}(B)$ and let $s$ be a real number $\geq 1$.

1. We say that $A \leq_s B$ if $\lim_{r \to 0} \frac{\delta(B \cap S_r, A \cap S_r)}{r^s} = 0$.
2. We say that $A$ and $B$ are $s$-equivalent (and we will write $A \sim_s B$) if $A \leq_s B$ and $B \leq_s A$, i.e. if $\lim_{r \to 0} \frac{\delta(A \cap S_r, B \cap S_r)}{r^s} = 0$.

It is easy to check that $\leq_s$ is transitive and that $\sim_s$ is an equivalence relationship.

As announced in the introduction, we are interested in investigating for each $s \geq 1$ the existence of an algebraic subset $Y$ which is $s$-equivalent to a given subanalytic set $A$; in this case we also say that $Y$ approximates $A$ to order $s$.

The analogous problem for semialgebraic sets was solved in [FFW]:

**Theorem 2.2.** For any real number $s \geq 1$ and for any closed semialgebraic set $A \subset \mathbb{R}^n$ of codimension $\geq 1$ with $O \in \text{Der}(A)$ there exists an algebraic subset $Y$ of $\mathbb{R}^n$ such that $A \sim_s Y$.

As a consequence of the previous theorem we easily obtain that algebraic approximation to order 1 holds for all closed semianalytic sets of positive codimension:

**Corollary 2.3.** For any closed semianalytic set $A \subset \mathbb{R}^n$ of codimension $\geq 1$ with $O \in \text{Der}(A)$ there exists an algebraic subset $Y$ of $\mathbb{R}^n$ such that $A \sim_1 Y$.

**Proof.** Arguing as in [FFW] Lemma 1.1, if $C(A)$ denotes the tangent cone at $O$ to $A$, we have that $C(A) \sim_1 A$. By [KR] Lemma 1.2, $C(A)$ is a semianalytic cone; hence it is semialgebraic (see for instance [H]). Then by Theorem 2.2 there exists an algebraic subset $Y$ of $\mathbb{R}^n$ such that $C(A) \sim_1 Y$ and hence $A \sim_1 Y$. \qed

On the other hand the result of Corollary 2.3 cannot be extended to the class of subanalytic sets. Let $B$ be a compact subanalytic set in $\{1\} \times \mathbb{R}^{n-1}$ which is not semialgebraic. Let $A$ be the cone over $B$ in $\mathbb{R}^n$ (with vertex at the origin); $A$ is subanalytic but not semialgebraic. If there exists an algebraic set $Y$ such that
A \sim_1 Y$, then arguing as in [FW] Proposition 1.3 we have that $A = C(A) = C(Y)$ in contradiction with the fact that $C(Y)$ is semialgebraic.

Before presenting the results obtained for analytic sets, we will derive the final part of this section to introduce some technical tools useful to test $s$-equivalence, which are partly used already in [FW] and partly new.

For any subanalytic subset $A \subset \mathbb{R}^n$, $O \in \text{Der}(A)$, and for any real positive constant $\sigma$, we will denote

$$U(A, \sigma) = \{ x \in \mathbb{R}^n \mid \exists y \in A \cap S_{\|x\|}, \|x - y\| < \|x\|^\sigma \}.$$

Arguing as in [FW] Proposition 2.4 we obtain:

**Proposition 2.4.** Let $A, B$ be closed subanalytic subsets of $\mathbb{R}^n$ and let $s \geq 1$. If $O \in \text{Der}(A) \cap \text{Der}(B)$, then $A \leq_s B$ if and only if there exist real constants $R > 0$ and $\sigma > s$ such that $A \cap B(O, R) \setminus \{O\} \subseteq U(B, \sigma)$.

We can more simply test the $s$-equivalence of two subanalytic sets by means of the following “horn-neighborhoods”:

$$\mathcal{H}(A, \sigma) = \{ x \mid d(x, A) < \|x\|^\sigma \}.$$

We will prove this fact using the following geometric result:

**Lemma 2.5.** Let $\{P_i\}, \{Q_i\}$ and $\{T_i\}$ be sequences of points in $\mathbb{R}^n$ converging to $O$ when $i \to \infty$ and let $\tau > 1$. Assume that

1. $\|P_i\| = \|Q_i\| = r_i$;
2. $\lim_{i \to \infty} \frac{\|P_i - T_i\|}{r_i} = 0$;
3. $\lim_{i \to \infty} \angle(T_i, O, Q_i) = 0$, where $\angle(T_i, O, Q_i)$ denotes the convex angle determined by the half lines $OT_i$ and $OQ_i$;
4. the sequence $\angle(O, T_i, Q_i)$ does not converge to $\pi/2$.

Then $\lim_{i \to \infty} \frac{\|P_i - Q_i\|}{r_i} = 0$.

**Proof.** If the thesis fails to hold, then up to choosing suitable subsequences we can assume that $\frac{\|P_i - Q_i\|}{r_i} \geq C$ for some constant $C > 0$.

For each $i$ let $\Delta_i$ denote the tetrahedron obtained from the tetrahedron with vertices $O, P_i, Q_i, T_i$ through the homothety with scaling factor $1/r_i$. By the contradiction hypothesis, the length of the edge of $\Delta_i$ with vertices $\frac{P_i}{r_i}$ and $\frac{Q_i}{r_i}$ is at least $C > 0$.

By hypothesis (2) the length of the edge in $\Delta_i$ with vertices $\frac{P_i}{r_i}$ and $\frac{T_i}{r_i}$ goes to $0$, hence the angle $\angle(P_i, Q_i, T_i)$ goes to $0$.

Moreover $\angle(P_i, O, T_i) \to 0$: namely in the triangle with vertices $O, \frac{P_i}{r_i}, \frac{T_i}{r_i}$ the edge with vertices $O$ and $\frac{P_i}{r_i}$ has length $1$, while the length of the edge with vertices $\frac{P_i}{r_i}$ and $\frac{T_i}{r_i}$ converges to $0$ because $\frac{\|P_i - T_i\|}{r_i} \leq \frac{\|P_i - Q_i\|}{r_i}$ for $i$ big enough.

By hypothesis (3) also the angle $\angle(P_i, Q_i) \to 0$. Hence, by (1), the angle $\angle(O, P_i, Q_i) \to \pi/2$.

On the other hand, by the previous considerations, the two angles $\angle(O, P_i, Q_i)$ and $\angle(O, T_i, Q_i)$ have the same limit when $i \to \infty$, in contradiction with the hypothesis (4). \qed

**Proposition 2.6.** Let $A, B$ be closed subanalytic subsets of $\mathbb{R}^n$ and let $s \geq 1$. If $O \in \text{Der}(A) \cap \text{Der}(B)$, then $A \leq_s B$ if and only if there exist real constants $R > 0$ and $\sigma > s$ such that $A \cap B(O, R) \setminus \{O\} \subseteq \mathcal{H}(B, \sigma)$. 
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Proof. Since \( \mathcal{U}(B, \sigma) \subseteq \mathcal{H}(B, \sigma) \), by Proposition 2.4 if \( A \leq_s B \), then \( A \cap B(O, R) \setminus \{O\} \subseteq \mathcal{H}(B, \sigma) \) for some \( R > 0 \) and \( \sigma > s \).

Conversely suppose that \( A \cap B(O, R) \setminus \{O\} \subseteq \mathcal{H}(B, \sigma) \) for some \( R > 0 \) and \( \sigma > s \); we can assume \( R < 1 \). For a contradiction assume that \( A \leq_s B \) does not hold, i.e. that \( A \cap B(O, r) \setminus \{O\} \not\subseteq \mathcal{U}(B, \tau) \) for all \( \tau > s \) and for all \( r > 0 \). Choose \( \tau \) such that \( s < \tau < \sigma \). Then \( Y = (A \cap B(O, R)) \setminus \mathcal{U}(B, \tau) \) is subanalytic and contains points arbitrarily close to \( O \). By the curve selection lemma there is an analytic curve \( \alpha: [0, \varepsilon) \to Y \) such that \( \alpha(0) = O \). Then \( d(\alpha(t), B) < \|\alpha(t)\|^\sigma \) and \( d(\alpha(t), B \cap S_{\|\alpha(t)\|}) \geq \|\alpha(t)\|^\sigma \) for \( t > 0 \).

The set \( Z = \{ y \in B \mid \exists t \in [0, \varepsilon) \text{ such that } d(\alpha(t), y) < \|\alpha(t)\|^\sigma \} \) is subanalytic and such that \( O \in \text{Der}(Z) \). Let \( u \) be a unit vector in the tangent cone to \( Z \) at \( O \); by [KR] there is an analytic curve \( \beta \) in \( Z \) such that \( \beta(0) = O \) and such that the image of \( \beta \) is tangent to \( u \) at \( O \).

Let \( \{T_i\} \) be a sequence of points in the curve \( \beta \) converging to \( O \). By construction for each \( i \) there exists a point \( P_i \) in the curve \( \alpha \) such that \( \|P_i - T_i\| < \|P_i\|^\sigma \).

The sequence \( \{P_i\} \) converges to \( O \); otherwise, by compactness and up to choosing a subsequence, \( \|P_i\| \) would converge to some positive real number \( \lambda \leq R < 1 \). Since \( 0 \leq \|P_i\| - \|P_i\|^\sigma < \|T_i\| \), we would get \( \lambda \in \{0, 1\} \), which is a contradiction.

Then \( \lim_{i \to \infty} \|P_i - T_i\| = 0 \).

For each \( i \) big enough, there exists a point \( Q_i \) in the curve \( \beta \) with \( \|P_i\| = \|Q_i\| \).

Then \( \|P_i - Q_i\| \geq \|P_i\|^\sigma \). On the other hand, since \( Q_i \) and \( T_i \) lie in the analytic curve \( \beta \), we have that \( \lim_{i \to \infty} \angle(T_i, O, Q_i) = 0 \), and the sequence \( \angle(O, T_i, Q_i) \) converges either to 0 or to \( \pi \). Thus the sequences \( \{P_i\}, \{Q_i\}, \{T_i\} \) satisfy all the hypotheses of Lemma 2.5 and hence \( \lim_{i \to \infty} \frac{\|P_i - Q_i\|}{\|P_i\|^\sigma} = 0 \), which is a contradiction. \( \square \)

As an immediate consequence of Proposition 2.4 or Proposition 2.6 we have that:

**Proposition 2.7.** Let \( A, A', B \) and \( B' \) be closed subanalytic subsets of \( \mathbb{R}^n \), and assume that \( O \) is not isolated in any of them.

1. If \( A \leq_s B \) and \( A' \leq_s B' \), then \( A \cup A' \leq_s B \cup B' \).

2. If \( A \sim_s B \) and \( A' \sim_s B' \), then \( A \cup A' \sim_s B \cup B' \).

We will also need the following result, which can be proved by arguing as in [FFW] Corollary 2.6:

**Proposition 2.8.** Let \( A \subset B \subseteq \mathbb{R}^n \) be closed subanalytic sets with \( O \in \text{Der}(A) \) and \( B \setminus A = B \). For any \( s \in \mathbb{R}, \ s \geq 1 \), there exists a positive \( R \) and a closed subanalytic set \( \Gamma \subseteq B \) such that \( \Gamma \cap A \cap B(O, R) = \{O\} \) and \( B \subseteq_s \Gamma \).

3. SOME TECHNICAL TOOLS

Let \( L: \mathbb{R}^n \to \mathbb{R}^p \) be a linear map. Following [TW], let us consider the function \( d: \text{Hom}(\mathbb{R}^n, \mathbb{R}^p) \to \mathbb{R} \) defined by

\[
d(L) = \begin{cases} 
0 & \text{if } \text{rk } L < p, \\
\inf_{v \perp \ker L, \|v\|=1} \|L(v)\| & \text{if } \text{rk } L = p.
\end{cases}
\]

Evidently \( d(L) > 0 \) if and only if \( L \) is surjective.

As usual we endow \( \text{Hom}(\mathbb{R}^n, \mathbb{R}^p) \) with the standard norm

\[
\|L\| = \max_{u \neq 0} \frac{\|L(u)\|}{\|u\|}.
\]
We will prove that the function \( d : \text{Hom}(\mathbb{R}^n, \mathbb{R}^p) \to \mathbb{R} \) is uniformly continuous w.r.t. the previous norm by using the following lemmas:

**Lemma 3.1.** Let \( L : \mathbb{R}^n \to \mathbb{R}^p \) be a linear map, with \( n \geq p \), and let \( E(L) \) denote the frontier of \( L(S^{n-1}) \). Then \( d(L) = d(O, E(L)) \).

**Proof.** Assume that \( L \) is surjective. If \( n > p \), then \( L(S^{n-1}) \) is a solid ellipsoid in \( \mathbb{R}^p \), while if \( n = p \), we have that \( L(S^{n-1}) = E(L) \). Thus in both cases \( E(L) = L(S^{n-1} \cap (\ker L)^\bot) \) and the thesis follows immediately.

If \( L \) is not surjective, \( O \in E(L) = L(S^{n-1}) \) and \( d(L) = 0 = d(O, E(L)) \). \( \square \)

**Lemma 3.2.** Suppose \( X \) and \( Y \) are compact, convex subsets of \( \mathbb{R}^p \) with frontier \( \partial X \) and \( \partial Y \). Then \( D(\partial X, \partial Y) \leq D(X, Y) \).

**Proof.** Assume for a contradiction that there exists a point \( x \) in one of the boundaries, say, for instance, \( x \in \partial X \) such that \( d(x, \partial Y) > D(X, Y) \). Let \( B \) be the open ball of radius \( d(x, \partial Y) \) centered at \( x \), so \( B \cap \partial Y = \emptyset \). But there exists a \( y \in Y \) such that \( d(x, y) \leq D(X, Y) < d(x, \partial Y) \). In particular \( y \notin \partial Y \) and thus \( Y^0 = Y - \partial Y \neq \emptyset \). Since \( B \cap Y^0 \) is not empty, then \( B \subseteq Y^0 \).

Since \( X \) is convex, there is a hyperplane \( L \) through \( x \) such that \( X \) lies on one side of \( L \). Let \( l \) be the half line starting at \( x \), perpendicular to \( L \) and pointing away from \( X \). We have that \( l \cap B \subseteq Y^0 \) and that \( l \cap \partial Y \neq \emptyset \). Let \( z \in l \cap \partial Y \). Since there are no points of \( X \) on the same side of \( L \) as \( z \), then \( d(z, X) = d(x, z) \geq d(x, \partial Y) > D(X, Y) \), which is a contradiction. \( \square \)

**Proposition 3.3.** Let \( L \) and \( L' \) be linear maps from \( \mathbb{R}^n \) to \( \mathbb{R}^p \). If \( \| L - L' \| \leq \epsilon \) for some \( \epsilon > 0 \), then \( \| d(L) - d(L') \| \leq \epsilon \).

**Proof.** Without loss of generality we can assume that \( n \geq p \). By hypothesis, for any unit vector \( u \in \mathbb{R}^n \) we have that \( \| Lu - L'u \| \leq \epsilon \). It easily follows that \( D(L(S^{n-1}), L'(S^{n-1})) \leq \epsilon \), and hence \( D(E(L), E(L')) \leq \epsilon \) by Lemma 3.2. Recall that \( d(x, X) \leq d(x, Y) + D(X, Y) \) for any \( x \in \mathbb{R}^p \) and for any \( X, Y \subseteq \mathbb{R}^p \). Hence by Lemma 3.2 it follows that \( |d(L) - d(L')| = |d(O, E(L)) - d(O, E(L'))| \leq \epsilon \). \( \square \)

We will need to control how much a ball can be shrunk by a submersion \( g \); this will be achieved by bounding the value of the function \( d \) on the differential of the map \( g \).

**Lemma 3.4.** Let \( L \in \text{Hom}(\mathbb{R}^n, \mathbb{R}^p) \) be surjective and denote by \( L^* \in \text{Hom}(\mathbb{R}^p, \mathbb{R}^n) \) the adjoint map of \( L \). Let \( \Theta_L : \mathbb{R}^p \to \mathbb{R}^n \) be the linear map defined by \( \Theta_L = L^* \circ (L \circ L^*)^{-1} \). Then

(a) \( L \circ \Theta_L = id \),

(b) \( \text{Im} \Theta_L = (\ker L)^\bot \),

(c) \( \| \Theta_L \| = \frac{1}{d(L)} \).

**Proof.** By (a) and (b), which can be trivially checked, we have

\[
\| \Theta_L \| = \max_{u \neq 0} \frac{\| \Theta_L(u) \|}{\| u \|} = \max_{v \neq 0, v \in (\ker L)^\bot} \frac{\| v \|}{\| L'(v) \|} = \frac{1}{d(L)}. \]

Let \( \Omega \) be an open subset of \( \mathbb{R}^n \) and \( g : \Omega \to \mathbb{R}^p \) a differentiable map. If \( d_xg \) is the differential of \( g \) at \( x \in \Omega \), we will set \( \Lambda g(x) = d(d_xg) \).

Observe that the function \( \Lambda g(x) \) is continuous and, if \( g \) is analytic, \( \Lambda g(x) \) is subanalytic.
Lemma 3.5. Let $\Omega$ be an open subset of $\mathbb{R}^n$ and let $g: \Omega \to \mathbb{R}^p$ be a differentiable map which is a submersion on an open ball $B(x, \rho) \subseteq \Omega$. Let $r > 0$ and assume that $\Lambda g(y) \geq \frac{r}{\rho}$ for all $y \in B(x, \rho)$. Then $g(B(x, \rho)) \supseteq B(g(x), r)$.

Proof. Choose any $z \in B(g(x), r)$. Let $l$ be the line through $g(x)$ and $z$, and denote by $l^+$ the half line starting from $g(x)$ and containing $z$. Since $g$ is a submersion on $B(x, \rho)$, then $M = g^{-1}(l) \cap B(x, \rho)$ is a submanifold of $B(x, \rho)$. Let $v$ be the unit tangent field to $l$ pointing in the direction $g(x)$ to $z$. Then we have a smooth vector field on $M$ given by

$$w(y) = \Theta_{d_{\alpha}(v(g(y)))}.$$ 

By Lemma 3.4 we have

$$0 < \|w(y)\| \leq \|\Theta_{d_{\alpha}}\| = \frac{1}{\Lambda g(y)} \leq \rho/r \quad \forall y \in M.$$ 

Then, by classical results, there exists an integral curve $\alpha: (t_1, t_2) \to M$ of the vector field $w$ such that $t_1 < 0 < t_2$, $\alpha(0) = x$ and such that $\lim_{t \to t_2} \|\alpha(t) - x\| = \rho$. It follows that $\beta(t) = g(\alpha(t))$ is a parametrization of a segment contained in $l$ and, again by Lemma 3.4,

$$\frac{d\beta}{dt} = d_{\alpha(t)} g \cdot w(\alpha(t)) = v.$$ 

Since $v$ is a unit vector, $\beta(t)$ is an arc-length parametrization for $t \in [0, t_2)$. Moreover for $t \in [0, t_2)$ we have that

$$\|\alpha(t) - x\| \leq \int_0^t \|\frac{d\alpha}{dt}(\tau)\|d\tau = \int_0^t \|w(\alpha(\tau))\|d\tau \leq \frac{\rho}{r}t,$$

which implies, if we let $t$ tend to $t_2$, that $\rho \leq \frac{r}{2}t_2$, i.e. $t_2 \geq r$. From these facts it follows that $\text{Im}(\beta) \supseteq l^+ \cap B(g(x), r)$ and hence there exists $u \in B(x, \rho)$ such that $g(u) = z$. \hfill $\square$

4. ALGEBRAIC APPROXIMATION OF ANALYTIC ZERO-SETS

The results we present in this section give sufficient conditions that ensure the possibility of algebraically approximating an analytic set $X$ implicitly defined.

If $f$ is an analytic map defined in a neighborhood of $O$, we will denote by $T^k f(O)$ the polynomial map whose components are the Taylor polynomials of order $k$ at $O$ of the components of $f$.

Lemma 4.1. Let $\Omega$ be an open subset of $\mathbb{R}^n$ and let $f: \Omega \to \mathbb{R}^p$ be an analytic map, with $n > p$, such that $O \in \mathbb{V} = V(f)$. If $\Sigma = \{x \in \mathbb{V} \mid \text{rk } d_x f < p\}$, let $U = \mathbb{V} \setminus \Sigma$ and assume that $O \in \text{Der}(U)$. Then for any $s \geq 1$ there exists a positive integer $k$ with the following property: if $g: \Omega \to \mathbb{R}^p$ is an analytic map such that $T^k g(O) = T^k f(O)$, then

1. $U \leq_s V(g)$,
2. $V(g) \leq_s V$.

Proof. Since $s$-equivalence depends only on the germs at $O$, we are allowed to identify a subanalytic set with a realization of its germ at the origin in a suitable ball $B(O, R)$, which we will shrink whenever necessary without mention. Let $s \geq 1$.

If $O \in \text{Der}(\Sigma)$, by Proposition 2.8 there exists a subanalytic set $V' \subseteq \overline{U}$ such that $V' \cap \Sigma = \{0\}$ and $\overline{U} \leq_s V'$. Otherwise we take $V' = \overline{U} = V$. 
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The subanalytic function $\Lambda f(x)$ is positive on $V' \setminus \{O\}$; hence, by the Lojasiewicz inequality, there exists a positive constant $\beta$ such that $\Lambda f(x) > \|x\|^\beta$ for all $x$ in $V' \setminus \{O\}$.

The set $\{(x,y) \in U \times \mathcal{H}_s(U) \mid \Lambda f(y) > \|x\|^\beta\}$ contains an open subanalytic neighborhood $W$ of the diagonal $\{(x,x) \mid x \in V' \setminus \{O\}\}$.

The function $\varphi : V' \setminus \{O\} \to \mathbb{R}$ defined by $\varphi(x) = d((x,x), \partial W)$ is subanalytic and positive. Then again by Lojasiewicz’s inequality there exists $\sigma$ (and we can assume $\sigma > s$) such that $\varphi(x) > \|x\|^\sigma$ on $V' \setminus \{O\}$. Then for all $x \in V' \setminus \{O\}$ and for all $y \in B(x,\|x\|^\sigma)$ we have

$$d((x,y),(x,x)) = d(y,x) < \|x\|^\sigma < \varphi(x).$$

Hence $(x,y) \in W$; i.e. for all $x$ in $V' \setminus \{O\}$ and for all $y \in B(x,\|x\|^\sigma)$ we have $\Lambda f(y) > \|x\|^\beta$. In particular $\Lambda f(y) > 0$ and hence $d_y f$ is surjective for all $y \in B(x,\|x\|^\sigma)$.

Let $q$ be an integer such that $q > \beta + 1$.

If $g : \Omega \to \mathbb{R}^p$ is an analytic map such that $T^q g(O) = T^q f(O)$, then $T^{q-1} d_y g(O) = T^{q-1} d_y f(O)$; thus we have that $\|d_y f - d_y g\| \leq \|y\|^{q-1}$ for all $y$ near enough to $O$. Then by Proposition 3.3 we have

$$|\Lambda f(y) - \Lambda g(y)| \leq \|y\|^{q-1}.$$  

We claim that

$$\Lambda g(y) \geq \|x\|^\beta + 1 \quad \forall x \in V' \setminus \{O\} \text{ near enough to } O, \quad \forall y \in B(x,\|x\|^\sigma).$$

To see this, assume for contradiction that there exist a sequence $x_i \in V' \setminus \{O\}$ converging to $O$ and a sequence $y_i \in B(x_i,\|x_i\|^\sigma)$ such that $\Lambda g(y_i) < \|x_i\|^\beta + 1$. Thus we have

$$\frac{\Lambda f(y_i) - \Lambda g(y_i)}{\|x_i\|^\beta} > \frac{\|x_i\|^\beta - \|x_i\|^\beta + 1}{\|x_i\|^\beta} = 1 - \|x_i\|.$$  

On the other hand,

$$\frac{\Lambda f(y_i) - \Lambda g(y_i)}{\|x_i\|^\beta} \leq \frac{\|y_i\|^{q-1}}{\|x_i\|^\beta} \leq \frac{(\|y_i - x_i\| + \|x_i\|)^{q-1}}{\|x_i\|^\beta} \leq \frac{(\|x_i\|^\sigma - h + \|x_i\|^{1-h})^{q-1}}{\|x_i\|^\beta},$$

where $h = \frac{\beta}{q-1}$. Since $\sigma > 1$ and $h < 1$, we have that $\frac{\Lambda f(y_i) - \Lambda g(y_i)}{\|x_i\|^\beta}$ converges to $0$, which is a contradiction.

In particular $\forall x \in V' \setminus \{O\}$ the map $g$ is a submersion on $B(x,\|x\|^\sigma)$. Hence, using Lemma 3.3 we get $g(B(O)) \supseteq g(B(x,\|x\|^\sigma))$ with $\sigma' = \beta + 1 + \sigma$.

Observe that if $x \in V' \setminus \{O\}$, the condition $T^q g(O) = T^q f(O)$ implies that

$$\lim_{x \to O} \frac{\|g(x)\|}{\|x\|^q} = \lim_{x \to O} \frac{\|g(x) - f(x)\|}{\|x\|^q} = 0.$$  

So, if $q \geq \sigma'$ and $x \in V'$, the point $O$ belongs to $B(g(x),\|x\|^\sigma')$ and hence there exists $y \in B(x,\|x\|^\sigma')$ such that $g(y) = O$, and so $V' \setminus \{O\} \subseteq \mathcal{H}(V(g),\sigma)$. Then by Proposition 2.4 we have $V' \leq_s V(g)$ and hence $U \leq_s V(g)$.

Now by the Lojasiewicz inequality there exists a real positive constant $\alpha$ such that $\|f(x)\| \geq d(x,V)^\alpha$ for all $x$ near enough to $O$; then for $x \notin \mathcal{H}(V,\sigma)$ we have that $\|f(x)\| \geq \|x\|^\alpha$. 
Let $k$ be an integer such that $k \geq \max\{\alpha \sigma, \sigma'\}$.

If $g : \Omega \to \mathbb{R}^p$ is an analytic map such that $T^k g(O) = T^k f(O)$, then
\[
\lim_{x \to O} \frac{\|f(x) - g(x)\|}{\|x\|^\alpha} = 0.
\]

We have that $V(g) \setminus \{O\} \subseteq \mathcal{H}(V, \sigma)$; otherwise there would exist a sequence of points $y_i \neq O$ converging to $O$ such that $y_i \in V(g) \setminus \mathcal{H}(V, \sigma)$ and hence
\[
\lim_{i \to \infty} \frac{\|f(y_i) - g(y_i)\|}{\|y_i\|^\alpha} = \lim_{i \to \infty} \frac{\|f(y_i)\|}{\|y_i\|^\alpha} \geq 1,
\]
which is a contradiction. Then by Proposition 2.6 we get that $V(g) \leq s V$.

As a direct application of Lemma 4.1 we get

**Corollary 4.2.** Let $\Omega$ be an open subset of $\mathbb{R}^n$ and let $f : \Omega \to \mathbb{R}^p$ be an analytic map such that $O$ is a nonisolated point in $V = V(f)$. If $\Sigma = \{x \in V \mid \text{rk } d_x f < p\}$, assume that $V \setminus \Sigma = V$. Then, for any $s \geq 1$ there exists a positive integer $k$ such that if $g = T^k f(O)$, then $V \sim_s V(g)$.

The previous result giving sufficient conditions to approximate an analytic set by means of an algebraic one can be extended to the following more general situation.

**Theorem 4.3.** Let $\Omega$ be an open subset of $\mathbb{R}^n$ and let $X \subseteq \Omega$ be an analytic set such that $O$ is a nonisolated point in $X$; assume that there exist finitely many analytic maps $f_i : \Omega \to \mathbb{R}^{p_i}$, $i = 1, \ldots, m$, with $n > p_i$ for all $i$, such that $X = \bigcup_{i=1}^m V(f_i)$. If $\Sigma_i = \{x \in V(f_i) \mid \text{rk } d_x f_i < p_i\}$ and $U_i = V(f_i) \setminus \Sigma_i$, assume that $X = \bigcup_{i=1}^m U_i$. Then, for any $s \geq 1$ there exists an algebraic set $Y \subseteq \mathbb{R}^n$ such that $X \sim_s Y$.

**Proof.** Since the problem is local, we can assume that $O \in \text{Der}(U_i)$ for all $i$. For each $i \in \{1, \ldots, m\}$ let $k_i$ be a positive integer found as in Lemma 4.1 and let $g_i = T^{k_i} f_i(O)$. Then $V(g_i) \leq s V(f_i)$ and $U_i \leq s V(g_i)$. Hence by Proposition 2.7 we have $\bigcup_{i=1}^m V(g_i) \leq s \bigcup_{i=1}^m V(f_i) = X$ and $X = \bigcup_{i=1}^m U_i \leq s \bigcup_{i=1}^m V(g_i)$. Thus it suffices to take $Y = \bigcup_{i=1}^m V(g_i)$.

The following example shows that Theorem 4.3 applies to a class of analytic sets which strictly contains the one considered in Corollary 1.2.

**Example 4.4.** Let $g(z) = 1 - \cos z$ and consider the analytic function $f : \mathbb{R}^3 \to \mathbb{R}$ defined by $f(x, y, z) = 2y^2 - (x + g(z))^2$. Corollary 1.2 cannot be applied to the analytic (and not algebraic) set $X = V(f)$ because $\Sigma = \{(x, y, z) \in \mathbb{R}^3 \mid y = 0, x + g(z) = 0\}$ and $X \setminus \Sigma \neq \emptyset$. On the other hand, if we set $f_1 = f$, $f_2(x, y, z) = (y, x + g(z))$ and we use the notation of Theorem 4.3 we have that $X = \bigcup_{i=1}^2 U_i$ and thus $X$ can be algebraically approximated to any order.

5. **Algebraic approximation of parametrized sets**

In this section we give some results concerning algebraic approximation of images of real analytic maps.

**Lemma 5.1.** Let $\Omega$ be an open subset of $\mathbb{R}^d$ containing $O$ and let $F : \Omega \to \mathbb{R}^n$ be an analytic map. Assume that there exists a relatively compact neighborhood $W$ of $O$ such that $\overline{W} \subset \Omega$ and such that $F^{-1}(O) \cap \overline{W} = \{O\}$. Then for any $s \geq 1$ there exists a positive integer $k$ with the following property: if $G : \Omega \to \mathbb{R}^n$ is an
analytic map such that $T^kG(O) = T^kF(O)$, then there exists a neighborhood $W'$ of $O$ contained in $W$ such that $F(W)$ is s-equivalent to $G(W')$ at $O$.

Proof. At first let us observe that for all open neighborhoods $W'$ of $O$ contained in $W$ the germs $F(W)_O$ and $F(W')_O$ coincide. Otherwise there would exist a sequence of points $y_i = F(x_i)$ converging to $O$ with $x_i \in W \setminus W'$; by compactness we can assume that $\{x_i\}$ converges to some point $x_0 \in \overline{W} \setminus W'$. So $x_0 \neq O$ and $F(x_0) = O$, in contradiction with our hypothesis.

Thus it will suffice to find for any $s$ an open neighborhood $W'$ of $O$ contained in $W$ such that $F(W')$ is s-equivalent to $G(W')$ at $O$.

By Łojasiewicz’s inequality there exists a real $\alpha > 0$ such that $\|F(x)\| \geq \|x\|^\alpha$ for all $x \in W$. Let $\sigma > s$ and let $k$ be an integer such that $k \geq \alpha \sigma$. If $G: \Omega \to \mathbb{R}^n$ is an analytic map such that $T^kG(O) = T^kF(O)$, then

\[
\lim_{x \to O} \frac{\|F(x) - G(x)\|}{\|F(x)\|} = \lim_{x \to O} \frac{\|F(x) - G(x)\|}{\|x\|^s} \leq \lim_{x \to O} \frac{\|F(x) - G(x)\|}{\|x\|^k} = 0.
\]

It follows that $\lim_{x \to O} \frac{\|G(x)\|}{\|F(x)\|} = 1$. Then there exists an open neighborhood $W'$ of $O$ contained in $W \cap \Omega$ such that $\|G(x)\| \geq \frac{1}{2}\|x\|^\alpha$ for all $x \in \overline{W'}$; in particular $G^{-1}(O) \cap \overline{W'} = \{O\}$.

By (5.1) there exists an open neighborhood $U$ of $O$ contained in $W'$ such that

\[
d(F(x), G(W')) \leq \|F(x) - G(x)\| < \|F(x)\|^\sigma \quad \forall x \in U \setminus \{O\};
\]

hence $F(x) \in \mathcal{H}(G(W'), \sigma)$ for all $x \in U \setminus \{O\}$, i.e. $F(U \setminus \{O\}) \subseteq \mathcal{H}(G(W'), \sigma)$.

By the initial argument $F(U)_O = F(W')_O$; hence there exists $R > 0$ such that $F(W') \cap B(O, R) \setminus \{O\} \subseteq \mathcal{H}(G(W'), \sigma)$ and thus, by Proposition 2.4 we have that $F(W') \equiv G(W')$.

Since $\lim_{x \to O} \frac{\|G(x)\|}{\|F(x)\|} = 1$, by (5.1) we have that $\lim_{x \to O} \frac{\|F(x) - G(x)\|}{\|G(x)\|^\sigma} = 0$. Thus, if we use the same argument as above exchanging the role of $F(W')$ and $G(W')$, we achieve the thesis.

**Proposition 5.2.** Let $X$ be a subanalytic subset of $\mathbb{R}^n$, with $O \in \text{Der}(X)$. Assume there exist a real analytic manifold $M$, a relatively compact open subset $W$ of $M$, a neighborhood $U$ of $O$ in $\mathbb{R}^n$ and an analytic map $F: M \to \mathbb{R}^n$ such that $F^{-1}(O) \cap \overline{W}$ consists of a single point $P$ and $X \cap U = F(W)$. Then for any $s \geq 1$ there exists an algebraic subset $Y$ of $\mathbb{R}^n$ such that $X \sim_s Y$.

**Proof.** We can assume that $M = \mathbb{R}^d$ and $P = O$. Let $k$ be a positive integer found as in Lemma 5.1 and let $G = T^kF(O)$. Then by Lemma 5.1 there exists a neighborhood $W'$ of $O$ contained in $W$ such that $X$ is s-equivalent at $O$ to the semialgebraic set $G(W')$. By Theorem 2.2 there exists an algebraic subset $Y$ of $\mathbb{R}^n$ which is s-equivalent to $G(W')$ and hence to $X$.

A first consequence of the previous proposition concerns one-dimensional subanalytic sets:

**Proposition 5.3.** Let $X$ be a closed subanalytic subset of $\mathbb{R}^n$ of dimension 1, with $O \in \text{Der}(X)$. Then for any $s \geq 1$ there exists an algebraic subset $Y$ of $\mathbb{R}^n$ such that $X \sim_s Y$ at $O$.
Proof. Since the problem is local, we can assume that $X$ is compact. By the Uniformization Theorem for subanalytic sets (see for instance [BM]) there exist a compact real analytic manifold $M$ of dimension 1 and a proper real analytic map $\phi : M \to \mathbb{R}^n$ such that $\phi(M) = X$. Then we can assume that $\phi^{-1}(O)$ consists of finitely many points $P_1, \ldots, P_m$. Let us consider an open cover $W_1, \ldots, W_m$ of $M$ such that $W_i \subset M \setminus \bigcup_{j \neq i} P_j$ for all $i$. By Proposition 5.2 for each $i$ there exists an algebraic $Y_i$ such that $\phi(W_i) \sim_s Y_i$. Since $X = \bigcup_{i=1}^m \phi(W_i)$, the thesis follows from Proposition 2.7.

From the previous result we can easily deduce the algebraic approximability for implicitly defined analytic surfaces in $\mathbb{R}^3$:

**Corollary 5.4.** Let $\Omega$ be an open subset of $\mathbb{R}^3$ containing $O$, $f : \Omega \to \mathbb{R}$ be an analytic map and let $X = V(f)$. Assume that $\dim_{\Omega} X = 2$ and that $d_x f$ is not identically zero on each irreducible component of $X$ through $O$. Then for any $s \geq 1$ there exists an algebraic subset $Y$ of $\mathbb{R}^3$ such that $X \sim_s Y$.

**Proof.** Let $\Sigma$ be the set of points of $X$ where $d_x f$ vanishes and let $U = X \setminus \Sigma$. Since by hypothesis $\Sigma$ has dimension at most 1, by Proposition 5.3 there exists an algebraic set $Z_1$ such that $\Sigma$ is $s$-equivalent to $Z_1$. By Lemma 4.1 there exists an algebraic set $Z_2$ such that $Z_2 \leq_s X$ and $U \leq_s Z_2$. Then $Y := Z_1 \cup Z_2$ is $s$-equivalent to $X$.

The algebraic approximation of real analytic curves could also be obtained as a direct consequence of Proposition 5.2 using the real version of the well-known Puiseux theorem (see [M]) which assures that each branch at a point, say $O$, of a real analytic curve contained in $\mathbb{R}^n$ admits a local parametric representation of the form $F(t) = (\pm t^k, f(t))$ where $f$ is a real analytic map with $f(0) = 0$.

The Abhyankar-Jung theorem (see [AJ]) generalizes Puiseux’s theorem to quasi-ordinary hypersurface singularities. Recall (see for instance [Ar]) that a $d$-dimensional complex analytic singularity $(X, x_0)$ is called *quasi-ordinary* if there exists a finite map of analytic germs $\pi : (X, x_0) \to (\mathbb{C}^d, O)$ whose discriminant locus has a normal crossing at $O$. The Abhyankar-Jung theorem has been further generalized by Aroca ([Ar]) to the case of complex analytic subsets of $\mathbb{C}^n$ of higher codimension. We will use Aroca’s result in the proof of the following theorem.

**Theorem 5.5.** Let $X \subset \mathbb{R}^n$ be an analytic set such that $O \in X$ and such that the germ $X_O$ has pure dimension $d$. Assume that its complexification $X_{\mathbb{C}}$ has $O$ as a quasi-ordinary singular point. Then for any $s \geq 1$ there exists a real algebraic set $Y$ such that $X \sim_s Y$ at $O$.

**Proof.** By [Ar] there exist a neighborhood $U$ of $O$ in $\mathbb{C}^n$, a neighborhood $\Omega$ of $O$ in $\mathbb{C}^d$, an integer $k$ and an analytic map $g : \Omega \to \mathbb{C}^{n-d}$ such that

$$X_{\mathbb{C}} \cap U = \{ (u_1^k, \ldots, u_d^k, g(u_1, \ldots, u_d)) \mid (u_1, \ldots, u_d) \in \Omega \}. $$

Up to shrinking $U$, we can assume that $X_{\mathbb{C}} \cap U$ has pure dimension $d$.

We claim that for $i = 1, \ldots, h$, there exist $\Omega_i$ open in $\mathbb{R}^d$ and $f_i : \Omega_i \to \mathbb{R}^{n-d}$ a real analytic map such that

$$X \cap U = \bigcup_{i=1}^h \{ (\epsilon_{i,j} t_1^k, \ldots, \epsilon_{i,j} t_d^k, f_i(t_1, \ldots, t_d)) \mid (t_1, \ldots, t_d) \in \Omega_i \}, $$

where $\epsilon_{i,j} \in \{1, -1\}$ for $j = 1, \ldots, d$. 


To prove this, observe that the point \((u_1^k, \ldots, u_d^k, g(u_1, \ldots, u_d))\) lies in \(X \cap U\) if and only if there exist \(2k\)-th roots of unity \(\xi_1, \ldots, \xi_d\) such that \(u_i = \xi_i t_i\) with \(t_i \in \mathbb{R}\) and \(g(u_1, \ldots, u_d) \in \mathbb{R}^{n-d}\).

Let \(\Xi = \{(\xi_1, \ldots, \xi_d) \in \mathbb{C}^d \mid |\xi_j| = 1 \quad \forall j\}\). For each \(\xi \in \Xi\) consider the set

\[ V_\xi = \{(t_1, \ldots, t_d) \in \mathbb{R}^d \mid (\xi_1 t_1, \ldots, \xi_d t_d) \in \Omega, \ g(\xi_1 t_1, \ldots, \xi_d t_d) \in \mathbb{R}^{n-d}\}. \]

Let \(g^i(t_1, \ldots, t_d) = g(\xi_1 t_1, \ldots, \xi_d t_d)\); then \(g^\xi = g^\xi_1 + ig^\xi_2\) with \(g^\xi_1, g^\xi_2\) real analytic maps. Thus

\[ V_\xi = \{(t_1, \ldots, t_d) \in \mathbb{R}^d \mid (\xi_1 t_1, \ldots, \xi_d t_d) \in \Omega, \ g^\xi_2(t_1, \ldots, t_d) = 0\}; \]

hence \(V_\xi\) is analytic in an open subset of \(\mathbb{R}^d\).

Denote by \(\psi_\xi : V_\xi \to \mathbb{R}^n\) the restriction to \(V_\xi\) of the analytic map defined by

\[ (t_1, \ldots, t_d) \mapsto (\xi_1^k t_1^k, \ldots, \xi_d^k t_d^k, g^\xi_1(t_1, \ldots, t_d)). \]

Then \(X \cap U = \bigcup_{\xi \in \Xi} \psi_\xi(V_\xi)\). Let

\[ \Xi' = \{\xi \in \Xi \mid \dim \psi_\xi(V_\xi) = d\} = \{\xi^{(1)}, \ldots, \xi^{(h)}\}. \]

Observe that \(V_\xi\) is an open subset of \(\mathbb{R}^d\) for each \(\xi \in \Xi'\) and that \(X \cap U = \bigcup_{\xi \in \Xi'} \psi_\xi(V_\xi)\) since \(X \cap U\) is equidimensional.

Setting \(t_{i,j} = (\xi_j^{(i)})^k, \ \Omega = V_{\xi^{(i)}}\) and \(f_j(t_1, \ldots, t_d) = g(\xi_j^{(i)} t_1, \ldots, \xi_j^{(i)} t_d)\), we get a proof of our claim. Hence we achieve the thesis using Proposition 5.2 and Proposition 2.7.

\[ \square \]
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