JORDAN’S THEOREM FOR THE DIFFEOMORPHISM GROUP
OF SOME MANIFOLDS
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(Communicated by Richard A. Wentworth)

Abstract. Let $M$ be a compact connected $n$-dimensional smooth manifold admitting an unramified covering $\tilde{M} \to M$ with cohomology classes $\alpha_1, \ldots, \alpha_n \in H^1(\tilde{M}; \mathbb{Z})$ satisfying $\alpha_1 \cup \cdots \cup \alpha_n \neq 0$. We prove that there exists some number $c$ such that: (1) any finite group of diffeomorphisms of $M$ contains an abelian subgroup of index at most $c$; (2) if $\chi(M) \neq 0$, then any finite group of diffeomorphisms of $M$ has at most $c$ elements. We also give a new and short proof of Jordan’s classical theorem for finite subgroups of $GL(n, \mathbb{C})$, of which our result is an analogue for $Diff(M)$.

1. Introduction

Recall the following classical theorem due to C. Jordan [J]; see also [BW, CR]:

Theorem 1.1. For any natural number $n$ there exists a constant $c$ such that any finite subgroup of $GL(n, \mathbb{C})$ has an abelian subgroup of index at most $c$.

Jordan’s theorem implies the next statement, proved originally by Minkowski [M]:

Corollary 1.2. For any natural $n$ there exists a constant $k$ such that any finite subgroup $\Gamma \subset GL(n, \mathbb{Z})$ has at most $k$ elements.

In his beautiful survey [F], D. Fisher asks the question, originally posed by É. Ghys, of whether Jordan’s theorem is true when one replaces $GL(n, \mathbb{C})$ by the diffeomorphism group of a compact smooth manifold. A related question, on which there is a good amount of literature (see [P] for a recent survey), is to study for which manifolds $M$ there is an upper bound on the size of the finite subgroups of $Diff(M)$, i.e., for which $M$ Corollary 1.2 remains true if we replace $GL(n, \mathbb{Z})$ by the diffeomorphism group $Diff(M)$ of $M$.

Compact connected oriented surfaces provide examples of both properties, as the following (well known) theorem shows.

Theorem 1.3. Let $\Sigma$ be a compact connected oriented surface, and let $g$ be its genus.

(1) There exists a constant $c$ such that any finite subgroup of $Diff(\Sigma)$ has an abelian subgroup of index $\leq c$. 
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(2) If \( g \geq 2 \), then no finite subgroup of \( \text{Diff}(\Sigma) \) has more than \( 168(g - 1) \) elements.

**Proof.** Let \( \Gamma \subset \text{Diff}(\Sigma) \) be a finite subgroup. Taking any Riemannian metric and averaging over \( \Gamma \) one obtains a \( \Gamma \)-invariant metric on \( \Sigma \). This metric defines a \( \Gamma \)-invariant conformal structure on \( \Sigma \), which hence becomes a compact Riemann surface. Let \( \text{Aut}(\Sigma) \) denote the group of automorphisms of \( \Sigma \) as a Riemann surface. Let \( \text{Aut}(\Sigma) \) be a finite subgroup. Taking any Riemannian metric and averaging over \( \Gamma \) one obtains a \( \Gamma \)-invariant metric on \( \Sigma \). This metric defines a \( \Gamma \)-invariant conformal structure on \( \Sigma \), which hence becomes a compact Riemann surface. Let \( \text{Aut}(\Sigma) \) denote the group of automorphisms of \( \Sigma \) as a Riemann surface. Replacing \( \Gamma \) by a subgroup of index \( \leq 2 \) we may assume that \( \Gamma \) acts by orientation-preserving diffeomorphisms. It follows that \( \Gamma \subset \text{Aut}(\Sigma) \). If \( g = 0 \), then \( \text{Aut}(\Sigma) \simeq \text{PSL}(2, \mathbb{C}) \), so taking the preimage of \( \Gamma \) under the projection \( \text{SL}(2, \mathbb{C}) \to \text{PSL}(2, \mathbb{C}) \) and applying Jordan’s Theorem \( \text{[1]} \) we deduce that (1) holds in this case. If \( g = 1 \), then any choice of base point \( x \in \Sigma \) endows \( \Sigma \) with a structure of an abelian group \( \Sigma_x \), and the group of automorphisms of \( \Sigma \) contains \( \Sigma_x \) as a finite index subgroup. Hence (1) also holds if \( g = 1 \). If \( g \geq 2 \), then by Hurwitz’s theorem \(| \text{Aut}(\Sigma) | \leq 84(g - 1) \) (see §V.1.3 in [13]), so (2) holds in this case, and a fortiori so does (1). □

In this paper we prove the following theorem.

**Theorem 1.4.** Let \( M \) be a compact connected \( n \)-dimensional manifold admitting an unramified covering \( \widetilde{M} \to M \) with cohomology classes \( \alpha_1, \ldots, \alpha_n \in H^1(\widetilde{M}; \mathbb{Z}) \) satisfying \( \alpha_1 \cup \cdots \cup \alpha_n \neq 0 \). There exists a constant \( c \) such that:

1. Any finite subgroup \( \Gamma \subset \text{Diff}(M) \) has an abelian subgroup of index \( \leq c \).
2. If \( \chi(M) \neq 0 \), then no finite subgroup of \( \text{Diff}(M) \) has more than \( c \) elements.

Similar results exist in the literature; see for example [DS, GLO, WW] (but note that while here we consider finite groups of diffeomorphisms, the results in [DS, GLO, WW] refer to finite groups of homeomorphisms). Following the terminology in [DS, GLO, WW] we might call the manifolds \( M \) considered in Theorem 1.4 rationally hypertoral up to a finite covering. For the more restricted class of hypertoral manifolds, statement (2) of Theorem 1.4 is contained in Corollary 2.8 of [GLO].

Theorem 1.4 applies to torii \( T^n = (S^1)^n \). More generally, if \( N \) is any compact connected orientable smooth manifold, then Theorem 1.4 also holds for the connected sum \( N \# T^n \). Indeed, if \( \kappa : N \# T^n \to T^n \) is the continuous map given by contracting \( N \), then \( \kappa^* \alpha_1 \cup \cdots \cup \kappa^* \alpha_n = \kappa^*(\alpha_1 \cup \cdots \cup \alpha_n) \neq 0 \), since \( \kappa \) has degree 1. Other examples can be obtained by taking a diffeomorphism \( \phi : T^{n-1} \to T^{n-1} \) of finite order and constructing the mapping torus \( T_\phi = [0, 1] \times T^{n-1} / \{(1, x) \sim (0, \phi(x)) \} \). Then \( T_\phi \) admits a finite unramified covering by \( T^n \) (because \( \phi \) has finite order), so Theorem 1.4 also applies to it.

The hypothesis that \( \chi(M) \neq 0 \) in (2) is certainly necessary, since for example the diffeomorphism group of \( T^n \) contains arbitrarily large finite subgroups. Statement (2) in the theorem holds for example for the connected sum of \( k \) copies of \( T^n \), provided \( n \) and \( k \) are both \( \geq 2 \). So Theorem 1.4 includes as a particular case a generalization to higher dimensions of the statements in Theorem 1.3 for surfaces of genus \( \geq 1 \).

Theorem 1.4 implies some results on nonexistence of nontrivial actions by diffeomorphisms. In the next corollary we give two examples of such restrictions (statement (2) is not new: it is a particular case of Theorem A in [WW]).
Corollary 1.5. Let $M$ be a compact connected $n$-dimensional manifold admitting an unramified covering $	ilde{M} \to M$ with cohomology classes $\alpha_1, \ldots, \alpha_n \in H^1(\tilde{M}; \mathbb{Z})$ satisfying $\alpha_1 \cup \cdots \cup \alpha_n \neq 0$. Let $c$ be the constant given by applying Theorem 1.4 to $M$.

(1) If $q = p^r > \max\{2c, 3\}$, then any action of $\text{SL}_2(\mathbb{F}_q)$ on $M$ by diffeomorphisms is trivial (here $p$ is a prime, $r \in \mathbb{N}$, and $\mathbb{F}_q$ is the field with $q$ elements).

(2) If $\chi(M) \neq 0$, then any action by diffeomorphisms on $M$ of a compact connected Lie group $G$ is trivial.

Proof. (1) Let $M$ satisfy the hypothesis of the corollary, and assume there is a morphism $\phi : \text{SL}_2(\mathbb{F}_q) \to \text{Diff}(M)$. Let $K = \text{Ker} \phi$. By Theorem 1.4 there exists an abelian subgroup $\Gamma \subset \text{SL}_2(\mathbb{F}_q)/K$ of index $\leq c$. We want to prove that if $q > \max\{2c, 3\}$, then $\phi$ is necessarily trivial. By a theorem of Jordan, $\text{PSL}_2(\mathbb{F}_q)$ is simple unless $q = 2, 3$, which is not the case by hypothesis. So, if $\pi : \text{SL}_2(\mathbb{F}_q) \to \text{PSL}_2(\mathbb{F}_q)$ denotes the projection map, then either $\pi(K) = \text{PSL}_2(\mathbb{F}_q)$ or $K \subset \text{Ker} \pi$. We claim that if $\pi(K) = \text{PSL}_2(\mathbb{F}_q)$, then $K = \text{SL}_2(\mathbb{F}_q)$. To see this, define

\[ A = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \]

Since $\text{Ker} \pi = \pm \text{Id}$, we have $\{A, -A\} \cap K \neq \emptyset$ and $\{B, -B\} \cap K \neq \emptyset$. So $K$ contains $\{A, B\} = -\text{Id}$. Since $\text{Ker} \pi = \pm \text{Id} \subset K$ and $\pi(K) = \text{PSL}_2(\mathbb{F}_q)$, we get $K = \text{SL}_2(\mathbb{F}_q)$, as claimed. So the representation $\phi$ is trivial, and we are done.

Consider now the other possibility: $K \subset \text{Ker} \pi$. Let $q : \text{SL}_2(\mathbb{F}_q) \to \text{SL}_2(\mathbb{F}_q)/K$ is the projection. Since $\text{Ker} \pi$ is equal to the center of $\text{SL}_2(\mathbb{F}_q)$ and $\Gamma$ is abelian, it follows that $\Gamma' := q^{-1}(K) \subset \text{SL}_2(\mathbb{F}_q)$ is also abelian. Furthermore, the index of $\Gamma'$ in $\text{SL}_2(\mathbb{F}_q)$ is equal to the index of $\Gamma$ in $\text{SL}_2(\mathbb{F}_q)/K$, which is $\leq c$. Let $B \subset \text{SL}_2(\mathbb{F}_q)$ be the subgroup of upper triangular matrices. Then $\Gamma' := \Gamma' \cap B$ is an abelian subgroup of $B$. A simple argument proves that $|B|/|\Gamma'| \leq |\text{SL}_2(\mathbb{F}_q)|/|\Gamma'| \leq c$. Define $\rho : B \setminus \{\pm \text{Id}\} \to \mathbb{P}^1(\mathbb{F}_q)$ as follows:

\[ \rho \begin{pmatrix} x & y \\ 0 & z \end{pmatrix} = [x - z : y] . \]

It is easy to check that two elements in $B \setminus \{\pm 1\}$ commute if and only if they are sent to the same element in $\mathbb{P}^1(\mathbb{F}_q)$ by $\rho$. One also checks that no fiber of $\rho$ has more than $2(q - 1)$ elements. Since $B$ has $(q - 1)q$ elements, it follows that no abelian subgroup of $B$ can have index $< q/2$. Consequently $q/2 \leq c$, and we are done.

(2) Assume that $M$ satisfies the hypothesis of the corollary and that $\chi(M) \neq 0$. Suppose that there is a nontrivial action of $S^1$ on $M$ by diffeomorphisms. Taking a big enough $N$ and considering the action of $e^{2\pi i/N} \in S^1$, one gets torsion elements in $\text{Diff}(M)$ of arbitrarily high order, and this contradicts statement (2) in Theorem 1.4.

Now suppose more generally that there is a nontrivial action of a compact connected Lie group $G$ on $M$. Let $\mathfrak{g}$ be the Lie algebra of $G$ and let $\psi : \mathfrak{g} \to C^\infty(TM)$ be the morphism induced by the infinitesimal action. Since the action of $G$ is nontrivial, $\text{Ker} \psi \neq \mathfrak{g}$, so $\mathfrak{g} \setminus \text{Ker} \psi$ is open and dense in $\mathfrak{g}$. Then one can take some $s \in \mathfrak{g} \setminus \text{Ker} \psi$ which is tangent to a compact subgroup of $G$ isomorphic to $S^1$, and the restriction of the action to this subgroup will be nontrivial. This leads to a contradiction, as we have seen above. \[ \Box \]
An interesting question, which we do not address in this paper, is to find optimal values for the constants appearing in Theorem 1.4 (for optimal estimates on the classical Jordan theorem, based on the classification of finite simple groups, see B. Weisfeiler’s announcement [W], as well as A. Lubotzky’s survey in [Lu], for a study of when Hurwitz’s bound used in the proof of Theorem 1.3 is optimal, see [La]).

Theorem 1.4 is proved in [?2] and in [?3] we prove Jordan’s Theorem 1.1 and Corollary 1.2. There already exist in the literature several proofs of Jordan’s Theorem 1.1.

Three reasons make us think it is worthwhile to include the present proof: it is at least as short as any other one known to the author, it is new to the best of our knowledge, and it makes the paper self-contained.

2. PROOF OF THEOREM 1.4

The proof of Theorem 1.4 is divided into two parts. In Subsections 2.1 and 2.2 we prove respectively statements (1) and (2) of Theorem 1.4 in the particular case $\tilde{M} = M$. Then in Subsection 2.3 we reduce the general statement to the case $M = \tilde{M}$.

2.1. Proof of (1) assuming $\tilde{M} = M$. Since there are cohomology classes $\alpha_1, \ldots, \alpha_n \in H^1(M; \mathbb{Z})$ satisfying $\alpha_1 \cup \cdots \cup \alpha_n \neq 0$, we have $H^n(M; \mathbb{Z}) \neq 0$. Taking into account that $M$ is connected, this implies that $M$ is orientable. Choose an orientation of $M$. By Corollary 1.2 we can assume without loss of generality that $\Gamma$ acts trivially on $H^1(M; \mathbb{Z})/\text{torsion}$, since the latter is isomorphic to $\mathbb{Z}^r$ for some $r$. Hence $\Gamma$ acts trivially on $H^1(M; \mathbb{Q})$. The action of $\Gamma$ also preserves $\alpha_1 \cup \cdots \cup \alpha_n$, and since the latter is a nonzero multiple of the Poincaré dual of the class of a point, it follows that the action of $\Gamma$ on $M$ is by orientation-preserving diffeomorphisms.

Take, for any $j$, a closed form $\tilde{\beta}_j \in \Omega^1(M)$ representing $\alpha_j$ in de Rham cohomology, and define

$$\beta_j = \frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} \gamma^* \tilde{\beta}_j \in \Omega^1(M).$$

Then $\beta_j$ is closed, it represents again $\alpha_j$ (since $\Gamma$ acts trivially on $H^1(M; \mathbb{Q})$), and it is $\Gamma$-invariant. Choose a point $x_0 \in M$ and define, for any $j$, a map $\phi_j : M \to S^1$ as:

$$\phi_j(x) = \int_{\lambda_x} \beta_j \in \mathbb{R}/\mathbb{Z} \simeq S^1,$$

where $\lambda_x$ denotes any path going from $x_0$ to $x$ (this is well defined because $\beta_j$ is closed and represents an integral cohomology class). For any $\gamma \in \Gamma$ define

$$\psi_j(\gamma) = \phi_j(\gamma \cdot x_0) - \phi_j(x_0).$$

We claim that $\psi_j : \Gamma \to \mathbb{R}/\mathbb{Z}$ is a morphism of groups. To see this, define for any $\gamma \in \Gamma$ the function $\gamma^* \phi_j$ as $\gamma^* \phi_j(x) = \phi_j(\gamma \cdot x)$. Since $\beta_j$ is $\Gamma$-invariant we have $d(\gamma^* \phi_j) = d\phi_j$, so $\gamma^* \phi_j - \phi_j$ is a constant. Hence we have

$$\phi_j(\gamma^* \cdot x_0) - \phi_j(\gamma \cdot x_0) = ((\gamma^*)^\gamma \phi_j - \phi_j)(\gamma \cdot x_0)$$

$$= ((\gamma^*)^\gamma \phi_j - \phi_j)(x_0)$$

$$= \phi_j(\gamma^* \cdot x_0) - \phi_j(x_0).$$
Now we compute
\[\psi_j(\gamma') = \phi_j(\gamma' \cdot x_0) - \phi_j(x_0)\]
\[= \phi_j(\gamma' \cdot x_0) - \phi_j(\gamma \cdot x_0) + \phi_j(\gamma \cdot x_0) - \phi_j(x_0)\]
\[= \phi_j(\gamma' \cdot x_0) - \phi_j(x_0) + \phi_j(\gamma \cdot x_0) - \phi_j(x_0)\]
\[= \psi_j(\gamma') + \psi_j(\gamma),\]
so the claim is proved.

Recalling that \(S^1\) has the homotopy type of the Eilenberg–MacLane space \(K(\mathbb{Z}, 1)\), the map \(\phi_j\) can be interpreted as a classifying map for \(\alpha_j\). More precisely, orienting \(S^1\) counterclockwise and letting \(\alpha \in H^1(S^1; \mathbb{Z})\) be the Poincaré dual of a point, we have
\[
\phi_j^* \alpha = \alpha_j. \tag{1}
\]

Define
\[
\phi = (\phi_1, \ldots, \phi_n) : M \to \mathbb{T}^n, \quad \psi = (\psi_1, \ldots, \psi_n) : \Gamma \to \mathbb{T}^n.
\]

Let \(d\) be the nonzero integer defined by the condition that \(\alpha_1 \cup \cdots \cup \alpha_n = d \text{PD}(\{x_0\})\), where \([x_0] \in H_0(M; \mathbb{Z})\) is the class represented by a point in \(M\) and \(\text{PD}\) denotes the Poincaré dual. It follows from (1) that
\[
\phi_*[M] = d[\mathbb{T}^n], \tag{2}
\]

where \([M] \in H_n(M; \mathbb{Z})\) and \([\mathbb{T}^n] \in H_n(\mathbb{T}^n; \mathbb{Z})\) are the fundamental classes in homology.

Let \(\Gamma_0 = \text{Ker} \psi\).

**Lemma 2.1.** We have \(|\Gamma_0| \leq d\).

**Proof.** It suffices to prove that \(|\Gamma_0|\) divides \(d\). It is a standard fact of differential topology (see for example [BT], p. 47) that \(d\) can be computed as
\[d = \sum_{x \in \phi^{-1}(y)} \sigma(x),\]
where \(y \in \mathbb{T}^n\) is a regular value for \(\phi\) (in particular, \(\phi^{-1}(y)\) is finite). The function \(\sigma\) is defined as \(\sigma(x) = 1\) if the differential \(d\phi(x) : T_xM \to T_y\mathbb{T}^n\) preserves the orientation and as \(\sigma(x) = -1\) otherwise. Since \(\phi\) is \(\Gamma_0\)-invariant, the group \(\Gamma_0\) acts on \(\phi^{-1}(y)\). We are going to prove that, for a suitable choice of regular value \(y\), this action is free. Since the action of \(\Gamma_0\) preserves the orientation, for any \(x \in \phi^{-1}(y)\) and any \(\gamma \in \Gamma_0\) we have \(\sigma(\gamma \cdot x) = \sigma(x)\). This implies that \(|\Gamma_0|\) divides \(d\).

We now specify how to pick \(y\). For any \(\gamma \in \Gamma_0\) let \(M^\gamma = \{x \in M \mid \gamma \cdot x = x\}\). We claim that \(M^\gamma\) is a smooth submanifold of \(M\). To see this, assume that \(g\) is a \(\Gamma\)-invariant Riemannian metric on \(M\). Let \(\langle \gamma \rangle \subset \Gamma\) be the group generated by \(\gamma\).

For any \(x \in M^\gamma\) the \(g\)-exponential map \(\exp_x : T_xM \to M\) gives a \(\langle \gamma \rangle\)-equivariant diffeomorphism of a neighborhood of \(0 \in T_xM\) with a neighborhood of \(x \in M\) (since \(x\) is fixed by \(\gamma\), the group \(\langle \gamma \rangle\) acts on \(T_xM\)). In particular, \(\exp_x\) identifies a neighborhood of \(x\) in \(M^\gamma\) with a neighborhood of \(0\) in \((T_xM)^\gamma = \{v \in T_xM \mid \gamma \cdot v = v\}\). The action of \(\langle \gamma \rangle\) on \(T_xM\) is linear, so \((T_xM)^\gamma \subset T_xM\) is a vector subspace.

Consequently, \(M^\gamma\) is a submanifold of \(M\). Since \(M\) is connected, if \(\gamma \neq 1\), then \(M^\gamma\) has dimension strictly less than \(\dim M\), so \(M^\gamma\) has zero measure in \(M\). Since \(\Gamma\) is finite, \(M_f = \bigcup_{\gamma \in \Gamma \setminus \{1\}} M^\gamma\) also has zero measure in \(M\), and since \(\phi\) is smooth and equidimensional, \(\phi(M_f)\) has zero measure in \(\mathbb{T}^n\).
Let \( R_\phi \subset \mathbb{T}^n \) be the set of regular values of \( \phi \). By Sard’s theorem (see again [BT]), \( R_\phi \) has full measure in \( \mathbb{T}^n \). It follows that the set \( R_\phi \cap (\mathbb{T}^n \setminus \phi(M_f)) \) is nonempty. By construction, if \( y \in R_\phi \cap (\mathbb{T}^n \setminus \phi(M_f)) \), then no point in \( \phi^{-1}(y) \) has nontrivial stabilizer, so the action of \( \Gamma_0 \) in \( \phi^{-1}(y) \) is free. This finishes the proof. \( \square \)

Let \( \Gamma_1 = \psi(\Gamma) \). Since \( \Gamma_1 \) is a finite subgroup of \( \mathbb{T}^n \), it is abelian and can be generated by \( \leq n \) elements. Applying the following lemma to the exact sequence of groups

\[
1 \to \Gamma_0 \to \Gamma \to \Gamma_1 \to 1,
\]

the proof of statement (1) of the theorem is finished.

**Lemma 2.2.** Given \( d, r \in \mathbb{N} \) there exists \( c = c(d, r) \in \mathbb{N} \) with the following property. Let

\[
(3) \quad 1 \to G_0 \to G \xrightarrow{\pi} G_1 \to 1
\]

be an exact sequence of finite groups, where \( |G_0| \leq d \) and \( G_1 \) is abelian and generated by \( r \) elements. Then \( G \) has an abelian subgroup of index \( \leq c \).

**Proof.** Let \( j_1, \ldots, j_r \) be a set of generators of \( G_1 \). We are going to define elements \( h_1, \ldots, h_r \in G \) which pairwise commute and such that, for each \( i \), \( \pi(h_i) = j_i \) for some \( k_i \leq |G_0|^{r-1} \leq d^{r-1} \). Then the subgroup \( G_a \subset G \) generated by \( h_1, \ldots, h_r \) is abelian and \( \pi(G_a) \subset G_1 \) has index \( \leq c := d^{1+r+\cdots+(r-1)} \). Hence, \( G_a \) has index at most \( c \) in \( G \).

The elements \( h_1, \ldots, h_r \) are constructed recursively. First take \( h_1 \) to be any element in \( \pi^{-1}(j_1) \). Now assume that \( 1 < i \leq r \) and that \( h_1, \ldots, h_{i-1} \in G \) have already been defined. Let \( j \) be any element in \( \pi^{-1}(j_i) \). Since \( G_1 \) is abelian, for any \( k \) and \( u \) we have \( \pi(j^k h_u j^{-k}) = \pi(h_u) \), so by the exactness of \( (3) \) we have \( j^k h_u j^{-k} h_{u^{-1}} \in G_0 \) for each \( k \). Consider the following elements in \( G_0^{-1} \):

\[
\tau_k = (j^k h_1 j^{-k} h_{1^{-1}}, j^k h_2 j^{-k} h_{2^{-1}}, \ldots, j^k h_{i-1} j^{-k} h_{i-1^{-1}}) \in G_0^{-1},
\]

where \( 0 \leq k \leq |G_0|^{r-1} \). By the pigeonhole principle, there exists \( 0 \leq p < q \leq |G_0|^{r-1} \) such that \( \tau_p = \tau_q \). Equating coordinates and simplifying, this implies \( j^{q-p} h_l j^{-(q-p)} = h_l \) for each \( l \). In other words, \( h_j := j^{q-p} \) commutes with \( h_1, \ldots, h_{i-1} \). Furthermore, setting \( k_i = q-p \) we have \( \pi(h_i) = j_{k_i} \) and \( k_i \leq |G_0|^{r-1} \), so all the required properties are satisfied. \( \square \)

### 2.2. Proof of (2) assuming \( \tilde{M} = M \)

We proceed as in the proof of (1), but now we consider the case in which \( \Gamma \) acts trivially on \( H^*(M; \mathbb{Z})/\text{torsion} \) (this can be assumed, up to passing to a subgroup of index bounded above by a constant depending on \( M \), again by Corollary 2.2). In this situation the group \( \Gamma_1 = \psi(\Gamma) \) has to be trivial. Indeed, any \( \gamma \in \Gamma \) such that \( \pi(\gamma) \neq 1 \) would act on \( M \) without fixed points, since it would lift an action on \( \mathbb{T}^n \) without fixed points, and by hypothesis \( \gamma \) would also act trivially on \( H^*(M; \mathbb{Q}) \). But if \( \chi(M) \neq 0 \), Lefschetz’s theorem implies that there does not exist any such \( \gamma \). We deduce that \( \Gamma = \Gamma_0 \), so Lemma 2.1 concludes the proof.
2.3. Proof of Theorem 1.4 for arbitrary \( \tilde{M} \to M \). If \( \tilde{M} \) has more than one connected component, then there is at least one component \( M' \subset \tilde{M} \) such that \( \alpha_1|_{M'} \cup \cdots \cup \alpha_n|_{M'} \neq 0 \). Hence, up to replacing \( \tilde{M} \) by \( M' \) we can assume that \( \tilde{M} \) is connected. Let \( \tilde{c} \) be the constant given by applying Theorem 1.4 to \( \tilde{M} \) (the existence of \( \tilde{c} \) is proved in Subsections 2.1 and 2.2). Let \( k \) be the degree of the covering \( \tilde{M} \to M \).

Let \( \text{Cov}_k(M) \) denote the set of isomorphism classes of (not necessarily connected) unramified coverings of \( M \) of degree \( k \). Picking a base point \( x_0 \in M \) and associating to each covering its monodromy, we can identify \( \text{Cov}_k(M) \simeq \text{Hom}(\pi_1(M,x_0),S_k)/S_k \), where \( S_k \) is the symmetric group of \( k \) letters and where \( S_k \) acts on \( \text{Hom}(\pi_1(M,x_0),S_k) \) by conjugation. Since \( M \) is compact, \( \pi_1(M,x_0) \) is finitely generated, so \( \text{Hom}(\pi_1(M,x_0),S_k)/S_k \) is finite and hence so is \( \text{Cov}_k(M) \).

Let \( [\tilde{M}] \in \text{Cov}_k(M) \) denote the equivalence class of \( \tilde{M} \to M \).

Let \( \Gamma \subset \text{Diff}(M) \) be a finite subgroup. Then \( \Gamma \) acts on \( \text{Cov}_k(M) \) by pullback. Let \( \Gamma_0 \subset \Gamma \) be the subgroup of elements fixing \( [\tilde{M}] \). Since the orbit of \( [\tilde{M}] \) in \( \text{Cov}_k(M) \) can be identified with \( \Gamma/\Gamma_0 \), we have

\[
\sharp \Gamma/\sharp \Gamma_0 \leq \sharp \text{Cov}_k(M).
\]

Let \( \pi : \tilde{M} \to M \) denote the projection, and define

\[
\Gamma_1 = \{(\gamma,\phi) \in \Gamma_0 \times \text{Diff}(\tilde{M}) \mid \pi \circ \phi = \gamma \circ \pi\}.
\]

Then \( \Gamma_1 \) fits in a short exact sequence

\[
1 \to \text{Aut}(\tilde{M}) \overset{\phi}{\twoheadrightarrow} \Gamma_1 \overset{q}{\twoheadrightarrow} \Gamma_0 \to 1,
\]

where \( \text{Aut}(\tilde{M}) = \{\phi \in \text{Diff}(\tilde{M}) \mid \pi \circ \phi = \pi\} \). Applying statement (1) of Theorem 1.4 to \( \Gamma_1 \) we deduce that there exists an abelian subgroup \( \Gamma_{ab} \subset \Gamma_1 \) of index \( \leq \bar{c} \). Then \( q(\Gamma_{ab}) \) is also abelian and has index \( \leq \bar{c} \) as a subgroup of \( \Gamma_0 \), so, by (4), \( q(\Gamma_{ab}) \) is a subgroup of \( \Gamma \) of index \( \leq \bar{c} \cdot \sharp \text{Cov}_k(M) \). Hence statement (1) of Theorem 1.4 holds for \( M \).

If \( \chi(M) \neq 0 \), then \( \bar{c} = k \cdot \chi(M) \neq 0 \), so we have \( \sharp \Gamma_1 \leq \bar{c} \). Combining (4) and (5) we deduce

\[
\sharp \Gamma \leq \sharp \Gamma_0 \cdot \sharp \text{Cov}_k(M) \leq \frac{\sharp \Gamma_1 \cdot \sharp \text{Cov}_k(M)}{\sharp \text{Aut}(M)} \leq \bar{c} \cdot \sharp \text{Cov}_k(M)/\sharp \text{Aut}(M).
\]

He have proved that the cardinal of \( \Gamma \) is bounded above by a uniform constant, so statement (2) in Theorem 1.4 also holds for \( M \).

3. Proof of Jordan’s Theorem 1.1 and Corollary 1.2

3.1. Proof of Jordan’s Theorem 1.1. The external structure of the proof is the same as in the usual proofs (see [BW, CR]). Since any finite subgroup of \( \text{GL}(n,\mathbb{C}) \) fixes a Hermitian metric on \( \mathbb{C}^n \), it suffices to consider finite subgroups of \( \text{U}(n) \). The key result is the following lemma, of which we give a new proof in Subsection 3.2.

**Lemma 3.1.** There exists a neighborhood of the identity \( U \subset \text{U}(n) \) such that, for any finite subgroup \( \Gamma \subset \text{U}(n) \), any pair of elements in \( U \cap \Gamma \) commute.
We now deduce Jordan’s theorem from Lemma 3.1 using a standard argument. Let \( \mathcal{V} \subset U(n) \) be a neighborhood of the identity such that, for any \( v, v' \in \mathcal{V} \), \( v^{-1}v' \in U \). Consider Haar’s measure on \( U(n) \), and let \( c \) be the smallest integer greater than or equal to \( \text{Vol}(U(n))/\text{Vol}(\mathcal{V}) \). Let \( \Gamma \subset U(n) \) be a finite subgroup and let \( \Gamma_0 \subset \Gamma \) be the subgroup generated by \( \mathcal{U} \cap \Gamma \). We claim that \( |\Gamma|/|\Gamma_0| \leq c \). For otherwise there would exist elements \( a_0, \ldots, a_c \in \Gamma \) such that \( a_i a_j^{-1} \notin \Gamma_0 \) for any \( i \neq j \). Since \( \sum_j=0 \text{Vol}(\mathcal{V} \cdot a_j) > \text{Vol}(U(n)) \), there must exist \( i \neq j \) such that \( V \cdot a_i \cap V \cdot a_j \neq \emptyset \). So \( v a_i = v' a_j \) for some \( v, v' \in \mathcal{V} \), which implies \( \Gamma \ni a_i a_j^{-1} = v^{-1}v' \in U \), a contradiction.

### 3.2. Proof of Lemma 3.1

Let \( S = \{(e_i)\} \) be the Seifert variety of unitary basis of \( \mathbb{C}^n \). Assigning to each vector its coordinates in the canonical basis we get an embedding \( S \subset \mathbb{C}^{n^2} \). Consider the restriction to \( S \) of the Riemannian metric on \( \mathbb{C}^{n^2} \). The group \( T = (S^1)^n \) acts freely and isometrically on \( S \) by componentwise multiplication, \( (\theta_1) \cdot (e_i) = (\theta_i e_i) \). Let \( \mathcal{P} \) be the manifold \( S/T \), endowed with the quotient Riemannian metric. Let \( \delta \) denote the distance function between points in \( \mathcal{P} \). The diagonal action of \( U(n) \) on \( S \) given by \( A(e_i) = (A e_i) \) descends to an isometric action on \( \mathcal{P} \). For any \( x \in \mathcal{P} \) and \( r > 0 \) we denote by \( B(x, r) \subset \mathcal{P} \) the ball of radius \( r \) centered at \( x \).

We say that two elements \([e_i],[f_i]\) are partially orthogonal if there exists a nonempty set \( I \subset \{1, \ldots, n\} \) such that the subspaces \( V_I = \langle e_i \rangle_{i \in I}, W_I = \langle f_i \rangle_{i \in I} \subset \mathbb{C}^n \) satisfy \( V_I^\perp \cap W_I \neq \emptyset \), where the superscript \( \perp \) denotes the Hermitian orthogonal. Let \( \delta_0 = \inf \{d(e, f) \mid e, f \in \mathcal{P} \text{ are partially orthogonal}\} \).

#### Lemma 3.2

There exists \( k \in \mathbb{N} \) such that for any \( \delta > 0 \), any \( x \in \mathcal{P} \), and any set \( W \subset B(x, \delta) \) with \( k \) elements, we have \( d(w, w') < \min\{\delta, \delta_0\} \) for some distinct \( w, w' \in W \).

**Proof.** Since \( \mathcal{P} \) is compact, there exist \( r_0, C, C' > 0 \) such that for any \( 0 \leq r \leq r_0 \) and any \( x \in \mathcal{P} \) we have \( C r^\nu \leq \text{Vol}(B(x, r)) \leq C' r^\nu \), where \( \nu = \dim \mathcal{P} \). If \( k \geq k_0 \) is \( 3^\nu C C'^{-1} \) and \( r \leq 2r_0/3 \), then for any \( y_0, \ldots, y_k \in B(x, r) \) there exist \( i \neq j \) such that \( d(y_i, y_j) < r \); otherwise the balls \( B(y_1, r/2), \ldots, B(y_k, r/2) \) would be disjoint and contained in \( B(x, 3r/2) \), contradicting the volume estimate. If \( k \geq k_1 = \text{Vol}(\mathcal{P}) C^{-1} (\min\{r_0, 2r_0/3\}/2) ^\nu \), then in any set \( \{z_0, \ldots, z_k\} \subset \mathcal{P} \) there is at least a pair of points at distance \( < \min\{r_0, 2r_0/3\} \). Hence, taking \( k \geq \max\{k_0, k_1\} \) we find that the statement of the lemma holds true. \( \square \)

Let \( k \) be as in the previous lemma and let \( \epsilon > 0 \) be small enough so that the restriction of the map \( z \mapsto z^k \) to the open disk \( D = \{z \in \mathbb{C} \mid |z-1| < \epsilon\} \) is injective. Define

\[
\mathcal{U} = \{A \in U(n) \mid \text{det}(A - \lambda \text{Id}) = 0 \Rightarrow \lambda \in D\}.
\]

If \( B \in \mathcal{U} \), \( 1 \leq r \leq k \), and \( v \in \mathbb{C}^n \), then \( v \) is an eigenvector of \( B \) if and only if it is an eigenvector of \( B^r \). Since two matrices commute if there exists a basis in which both diagonalize, this implies:

#### Lemma 3.3

If \( A, B \in \mathcal{U} \) and \( 1 \leq r \leq k \), then \( AB = BA \) if and only if \( AB^r = B^r A \).
We now prove that the set \( U \) has the property stated in Lemma 3.1. Let \( \Gamma \subset U(n) \) be a finite subgroup, and assume that some elements \( X, Y \in \Gamma \cap U \) do not commute. By Lemma 3.3 \((X, Y)\) belongs to the set
\[ N = \{(X, Y) \in (\Gamma \cap U) \times (\Gamma \cap U) \mid XY \neq YX\}, \]
which consequently is nonempty. \( N \) is also finite, because \( \Gamma \) is finite.

For any \( X \in U(n) \) let \( \mathcal{E}(X) \) be the set of \( e \in \mathcal{P} \) represented by a unitary basis consisting of eigenvectors of \( X \). Given \( X, Y \in U(n) \) we define
\[ d_\sigma(X, Y) = \inf \{d(e, f) \mid e \in \mathcal{E}(X), f \in \mathcal{E}(Y)\}. \]
Clearly, \( X \) and \( Y \) commute iff \( d_\sigma(X, Y) = 0 \). Let \( \delta = \min\{d_\sigma(X, Y) \mid (X, Y) \in N\} \).
Since \( N \) is finite, \( \delta > 0 \), and there exists some \((A, B) \in N\) satisfying \( d_\sigma(A, B) = \delta \). Since \( \mathcal{E}(A), \mathcal{E}(B) \) are compact, there exist \( e \in \mathcal{E}(A) \) and \( f \in \mathcal{E}(B) \) satisfying \( d(e, f) = \delta \). Then the elements \( e, Be, \ldots, B^ke \in \mathcal{P} \) are pairwise distinct: if \( B^pe = B^qf \) for some \( p \neq q \), then \( e = B^p-f, \) so \( B^{p-q} \) commutes with \( A \), and by Lemma 3.3 this would contradict the assumption that \( (A, B) \in N \). Since \( Bf = f \) and \( B \) acts on \( \mathcal{P} \) by isometries, we have \( d(B^je, f) = \delta \) for each \( j \), so by the choice of \( k \) there exists some \( p \neq q \) such that \( d(B^pe, B^qe) < \min\{\delta, \delta_0\} \). Let \( l = q - p \). We have \( B^le \in \mathcal{E}(B^lAB^{-l}) \), so
\[ d_\sigma(A, B^lAB^{-l}) \leq d(e, B^l e) < \delta. \]
We claim that \((A, B^lAB^{-l}) \in N \). Combining this claim with (4) we obtain a contradiction with the choice of \( \delta \), thus finishing the proof of the lemma. To prove the claim, suppose that \( A \) and \( B^lAB^{-l} \) commute. Let \( \{\lambda_j\} \) be the eigenvalues of \( A \) and let \( V_j = \text{Ker}(A - \lambda_j) \). Since \( d(e, B^l e) < \delta_0 \), \( e \) and \( B^l e \) are not partially orthogonal so, for any \( j \), \( B^l(V_j) \) is the graph of a map \( f : V_j \rightarrow V_j^\perp \). Since \( A \) commutes with \( B^lAB^{-l} \), for any \( r \) such that \( f(V_j) \not\subseteq V_r^\perp \) we have \( \lambda_r = \lambda_j \); hence \( r = j \), so \( f = 0 \). It follows that \( B^l \) commutes with \( A \), contradicting (by Lemma 3.3) the fact that \((A, B) \in N \).

3.3. Proof of Corollary 1.2 Let \( \Gamma \subset GL(n; \mathbb{Z}) \). By Theorem 1.1 there exists an abelian subgroup \( \Gamma_0 \subset \Gamma \) of index \( \leq c \). Since \( \Gamma_0 \) is abelian there exists a basis \( e \) of \( \mathbb{C}^n \) in which all elements of \( \Gamma_0 \) are diagonal matrices, so it suffices to prove that the set of possible eigenvalues of elements in \( \Gamma_0 \) is finite. The eigenvalues of any \( \gamma \in \Gamma_0 \) are roots of unity (because \( \Gamma_0 \) is finite) and its characteristic polynomial has integer coefficients, so its eigenvalues belong to the set \( \Lambda_n \subset \mathbb{C} \) of roots of unity \( \rho \) for which there exists a monic polynomial \( P \in \mathbb{Z}[x] \) of degree \( \leq n \) satisfying \( P(\rho) = 0 \). Assume that \( \rho \in \Lambda_n \) and that \( P \in \mathbb{Z}[x] \) has degree \( \leq n \) and satisfies \( P(\rho) = 0 \). Up to replacing \( P \) by the greatest common divisor of \( P \) and \( x^n - 1 \), we can assume that all roots of \( P \) have modulus 1. So, if \( k \) denotes the degree of \( P \), the coefficient of \( x^k \) in \( P \) has modulus \( \leq \binom{k}{j} \). Since the coefficients of \( P \) are integers, it follows that there are finitely many polynomials \( P \in \mathbb{Z}[x] \) of degree \( k \) which can arise in this way. Consequently, \( \Lambda_n \) is finite.
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