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Abstract. We show that the spectrum of the complex Laplacian $\Box$ on a product of Hermitian manifolds is the Minkowski sum of the spectra of the complex Laplacians on the factors. We use this to show that the range of the Cauchy-Riemann operator $\partial$ is closed on a product manifold, provided it is closed on each factor manifold.

1. Introduction

The study of the $\partial$ and $\overline{\partial}$-Neumann problems on product domains raises a series of interesting questions, which have been studied by many authors [8, 9, 10, 1, 3, 12]. In [12], the method of separation of variables was used to compute the spectrum of the complex Laplacian $\Box = \partial \partial^* + \partial^* \partial$ on a polydisc, and for each eigenvalue, the corresponding eigenspace was identified. In this paper, inspired by [12], we use the same technique to compute the spectrum of $\Box$ on an arbitrary product manifold in terms of the spectra of $\Box$ on the factors, and we give a description of the spectral representation of $\Box$. As a consequence, we obtain a strengthened version (see Theorem 1.2 below) of the closed-range theorem for the $\partial$-operator on products.

In this paper an operator $A$ on a Hilbert space $H$ (always assumed separable) is a linear map with target $H$ and source a linear subspace $\text{dom}(A)$ of $H$. The $\Box$-Laplacian on a Hermitian manifold $\Omega$ is a densely defined selfadjoint linear operator on the Hilbert space $L^2(\Omega)$ of $L^2$ differential forms on $\Omega$. Further, $\Box$ maps the subspace $L^2_{p,q}(\Omega)$ of forms of bidegree $(p,q)$ to itself, and we denote the restriction of $\Box$ to $L^2_{p,q}(\Omega)$ by $\Box_{p,q}$. More details on $\Box$ may be found in §3 below.

Recall that the spectrum of $A$ consists of those $z \in \mathbb{C}$ such that the operator $A - zI$ does not have a bounded inverse. We denote by $\sigma(\Omega)$ (resp. $\sigma_{p,q}(\Omega)$) the spectrum of the operator $\Box$ on $L^2_*(\Omega)$ (resp. $\Box_{p,q}$ on $L^2_{p,q}(\Omega)$). Since $\Box$ is a nonnegative selfadjoint operator, it follows that each of $\sigma(\Omega)$ and $\sigma_{p,q}(\Omega)$ is a closed nonempty subset of the set of nonnegative real numbers. For noncompact $\Omega$, the set $\sigma(\Omega) \subset \mathbb{R}$ need not be discrete: for example, Lemma 4.1 below implies that for the “bumped shell” domain described on pp. 75-76 of [11], 0 $\in \mathbb{R}$ is a point of accumulation of the spectrum.

For sets of numbers $P_1, \ldots, P_N$ we denote by $P_1 + \cdots + P_N$ their Minkowski sum, i.e. the set $\{ p_1 + \cdots + p_N \mid p_1 \in P_1, \ldots, p_N \in P_N \}$. We have the following:
Theorem 1.1. For $j = 1, \ldots, N$, let $\Omega_j$ be a Hermitian manifold, and let $\Omega = \Omega_1 \times \cdots \times \Omega_N$ be the product manifold with the product Hermitian metric. Then

\begin{equation}
\sigma(\Omega) = \sigma(\Omega_1) + \cdots + \sigma(\Omega_N).
\end{equation}

Further, we have

\begin{equation}
\sigma_{p,q}(\Omega) = \bigcup_{\sum_{j=1}^N p_j = p} \bigcup_{\sum_{j=1}^N q_j = q} \left( \sigma_{p_1,q_1}(\Omega_1) + \cdots + \sigma_{p_N,q_N}(\Omega_N) \right).
\end{equation}

The computation of the spectrum of $\Omega$ described above can be used to deduce properties of $\Omega$ from those of $\Omega_1, \ldots, \Omega_N$. We consider one example of this approach.

A very important property that the operator $\nabla: \Omega^* \to \Omega^*$ might possess is that of having closed range, i.e., $\text{img}(\nabla) \subset \Omega^*$ is a closed subspace. This is equivalent to the solvability of the $\nabla$-equation $\nabla u = f$ (where $\nabla f = 0$, and $f$ is orthogonal to the harmonic forms) in the $L^2$-sense (see [6] for details). The closed range property holds under suitable convexity assumptions, e.g. when $\Omega$ is pseudoconvex. We can define the $L^2$-Dolbeault cohomology space

$$H^*_L(\Omega) = \ker(\nabla)/\text{img}(\nabla).$$

When the closed-range property holds, this is a Hilbert space with the quotient norm. This space represents the obstruction to solving the $\nabla$-problem in the $L^2$-sense on $\Omega$. We have the following:

Theorem 1.2. Let $\Omega_1, \ldots, \Omega_N$ and $\Omega$ be as in Theorem 1.1. Suppose that for each $j$, the $\nabla$-operator on $\Omega_j$ in the $L^2$-sense has closed range in $\Omega^*_j$. Then $\nabla: \Omega^*_L(\Omega) \to \Omega^*_L(\Omega)$ also has closed range. Furthermore, the Künneth formula holds for the $L^2$ cohomology:

\begin{equation}
H^*_L(\Omega) = H^*_L(\Omega_1) \hat{\otimes} \cdots \hat{\otimes} H^*_L(\Omega_N),
\end{equation}

where $\hat{\otimes}$ denotes the Hilbert space tensor product (cf. §2.3 below).

The analog of (3) for the $L^2$ de Rham cohomology, in the special case when the cohomology spaces are finite dimensional, goes back to the work of Cheeger (see [4] and especially [5, p. 614]). Another approach, using an explicit solution of the $d$-equation on a product domain was given by Zucker in [18]. This can be extended to the $\nabla$-equation (see [3]), or, in another direction, to abstractly defined products of “Hilbert Complexes” (see [2]). A crucial feature in this approach is the assumption that the $d$- or $\nabla$-operator on the product satisfies a “Leibniz rule” in the strict operator sense (cf. assumption (i) in the statement of [18, Theorem 2.29]). In practice, this means that some boundary-smoothness or completeness assumptions must be made on the factors $\Omega_j$ in order to get a handle on the domain of the $d$- or $\nabla$-operator (via Friedrichs’ lemma when the $\Omega_j$ have boundaries). A version of Theorem 1.2 is proved in [3], where it is assumed that each of the factors $\Omega_j$ has Lipschitz boundary. Consequently, using the results of [3], we cannot conclude, for example, that $\nabla$ has closed range on the product domain in $\mathbb{C}^4$ given as

$$\Omega = \{ z \in \mathbb{C}^2 \mid 0 < |z_1| < |z_2| < 1 \} \times \{ z \in \mathbb{C}^2 \mid 1 < |z| < 2 \},$$

although, in both factors, $\nabla$ has closed range: the first (the “Hartogs triangle”) is pseudoconvex (but has a singular non-Lipschitz boundary), and for the second
we can see [15,16]. Our result above shows that $\mathcal{J}$ has closed range on $\Omega$, since Theorem 1.2 involves no assumptions on the factor manifolds $\Omega_j$ except the closed-range property for $\mathcal{J}$.

2. Some results from functional analysis

We recount here some facts from functional analysis which will be used in the proofs of Theorems 1.1 and 1.2. Most of what we need can be found in e.g. [14], but we discuss the required results to set up notation and for completeness.

2.1. Multiplication operators. Consider the measure space $(X, \mu) = (X, \mathcal{S}, \mu)$ (we systematically suppress the $\sigma$-algebra from the notation from now on), and a real-valued measurable function $h$ on $X$ which is finite a.e. (with respect to $\mu$; this is the last time we will mention the measure with “a.e”). Define the multiplication operator $T_h$ to be the operator on $L^2(X,\mu)$ on the domain

$$\text{dom}(T_h) = \{f \in L^2(X,\mu) \mid hf \in L^2(X,\mu)\}$$

defined by $T_hf = hf$. Note that if $h = \hat{h}$ a.e., then the operators $T_h$ and $T_{\hat{h}}$ on $L^2(X,\mu)$ are identical. If $\mu$ is a finite measure, $T_h$ is densely defined. In fact, it is not difficult to see (cf. [13] Prop.2, p.260) that if the function $h \in L^p(X,\mu)$, then any dense linear subspace of $L^2(X,\mu)$ is a core of $T_h$, provided $p^{-1} + q^{-1} = \frac{1}{2}$.

(Recall that for an operator $A$ on a Hilbert space $H$, a core of $A$ is a linear subspace of $\text{dom}(A)$ which is dense in the graph norm $x \mapsto \|x\|_H + \|Ax\|_H$ in $\text{dom}(A)$.)

It is not difficult to see that the operator $T_h$ is selfadjoint, and the spectrum $\text{spec}(T_h)$ of the operator $T_h$ is identical to the essential range of the function $h$. Recall that the essential range of a real-valued function $h$ on $(X,\mu)$ is the set of $\lambda \in \mathbb{R}$ such that for all $\epsilon > 0$, we have

$$\mu\{x \in X \mid \lambda - \epsilon < h(x) < \lambda + \epsilon\} > 0.$$ 

Clearly, the essential range is a closed subset of the real line. Further, $\lambda$ is an eigenvalue of $T_h$ if and only if $\mu(h^{-1}(\lambda)) > 0$. The corresponding eigenspace of $T_h$ is the closed subspace of $L^2(X,\mu)$ consisting of functions which vanish a.e. outside the set $h^{-1}(\lambda) \subset X$. Considering the special case when $\lambda = 0$, we obtain a natural identification

$$\ker(T_h) \cong L^2(h^{-1}(0),\mu) \hookrightarrow L^2(X,\mu),$$

where the measure space $(h^{-1}(0),\mu)$ is defined by restriction, and the inclusion of $L^2(h^{-1}(0),\mu)$ in $L^2(X,\mu)$ is induced by extension of functions by 0 from $h^{-1}(0)$ to $X$. When $h^{-1}(0)$ is the empty set, we will define $L^2(h^{-1}(0),\mu)$ to be the trivial vector space $\{0\}$. With this understanding, (4) is correct for all multiplication operators $T_h$.

2.2. The spectral theorem. The spectral theorem, a structure theorem for selfadjoint operators on a Hilbert space, can be stated in various equivalent forms (see [13] Theorems VIII.4, VIII.5 and VIII.6, pp. 260-264; for bounded operators, see the masterly exposition [13]). We will use it in the following form: the multiplication operators $T_h$ defined in (2.1) are (up to an isometric identification of Hilbert spaces) the only examples of selfadjoint operators. More precisely, let $A$ be a selfadjoint operator on a Hilbert space $H$ with domain $\text{dom}(A)$. Then there is a measure space $(X,\mu)$ with $\mu$ a finite measure, a unitary operator (i.e. isometry of Hilbert spaces) $U : H \to L^2(X,\mu)$ and a real-valued $h$ on $X$ finite a.e., so that
dom(A) = U^{-1}(dom(T_h)), and A = U^{-1}T_hU. Note that there is no uniqueness here for the space X, the measure μ or the multiplying function h. We will refer to T_h as a representation of A by a multiplication.

We note that we can without loss of generality assume that the function h in the conclusion of the spectral theorem belongs to L^p(X, μ) for every p ≥ 1. Indeed, if this is not already the case, we replace the measure space (X, μ) by a new measure space (Y, ν), where Y = X, and dν = e^{-h^2}dμ. Note that f → e^{\frac{h^2}{2}}f defines an isometry from L^2(X, μ) to L^2(Y, ν). On Y = X, the operator A is still represented by multiplication by the same function h, but now h ∈ L^p(Y, ν) for each p ≥ 1.

2.3. Tensor products. Let H_1 and H_2 be complex vector spaces. We denote by H_1 ⊗ H_2 the algebraic tensor product (over C) of H_1 and H_2. Then H_1 ⊗ H_2 can be thought of as the space of finite sums of elements of the type x ⊗ y, where x ∈ H_1 and y ∈ H_2, where ⊗ : H_1 × H_2 → H_1 ⊗ H_2 is the canonical bilinear map. If H_1, H_2 are vector spaces of functions defined on spaces X_1, X_2 respectively, then the algebraic tensor product H_1 ⊗ H_2 can be concretely realized as a space of functions on X_1 × X_2 by the correspondence

\[(f \otimes g)(x_1, x_2) = f(x_1)g(x_2),\]

followed by linear extension. We will always make this identification.

When H_1 and H_2 are Hilbert spaces we can define an inner product on H_1 ⊗ H_2 by setting

\[(x \otimes y, z \otimes w) = (x, z)_{H_1}(y, w)_{H_2}\]

and extending bilinearly. This is well-defined thanks to the linearity of ⊗. This makes H_1 ⊗ H_2 into a pre-Hilbert space, and its completion is a Hilbert space denoted by H_1 ⊗_H H_2, the Hilbert tensor product of the spaces H_1 and H_2. The algebraic tensor product H_1 ⊗ H_2 sits inside H_1 ⊗_H H_2 as a dense subspace.

For j = 1, 2, let H_j = L^2(X_j, μ), and let μ_1 ⊗ μ_2 denote the product measure on X_1 × X_2. Then the injective map L^2(X_1, μ_1) ⊗ L^2(X_2, μ_2) → L^2(X_1 × X_2, μ_1 ⊗ μ_2) given by \[\{x \otimes y\} \mapsto L^2(x_1 × X_2, μ_1 ⊗ μ_2),\]

and we will always make this identification.

If S_1 and S_2 are operators on H_1 and H_2 with dense domains dom(S_1) and dom(S_2), we can define an operator S_1 ⊗ S_2 on H_1 ⊗ H_2 with dense domain the algebraic tensor product dom(S_1) ⊗ dom(S_2) by setting on the simple tensors x ⊗ y:

\[(S_1 ⊗ S_2)(x \otimes y) = S_1x \otimes S_2y\]

and extending bilinearly.

2.4. The operator A_1 ⊗ I_2 + I_1 ⊗ A_2. Let H_1 and H_2 be separable Hilbert spaces, A_1, A_2 be densely defined selfadjoint operators on H_1, H_2 respectively, and let I_1, I_2 respectively denote the identity maps on H_1, H_2. We recall here (see [14, Theorem VIII.3] or [17, Theorem 4.14]) the spectral representation of the operator B on H_1 ⊗ H_2, given by

\[B = A_1 ⊗ I_2 + I_1 ⊗ A_2,\]

which is densely defined with domain dom(A_1) ⊗ dom(A_2). For j = 1, 2 let (X_j, μ_j) be measure spaces and U_j : H_j → L^2(X_j, μ_j) be unitary isomorphisms of Hilbert spaces given by the spectral theorem of [12,2] such that A_j = U_j^{-1}T_h U_j, where h_j
is a real-valued function on $X_j$, such that for each $p \geq 1$, we have $h_j \in L^p(X_j, \mu_j)$. Let $U = U_1 \otimes U_2$, so that $U$ is a unitary isomorphism from $H_1 \otimes H_2$ onto $L^2(X_1 \times X_2, \mu_1 \otimes \mu_2)$. Consider the operator $A$ on $H_1 \otimes H_2$ defined by

\begin{equation}
A = U^{-1}T_h U,
\end{equation}

where $h$ is the function on $X_1 \times X_2$ defined by $h(x_1, x_2) = h_1(x_1) + h_2(x_2)$. Observe that, thanks to the hypotheses on $h_1$ and $h_2$, we have for each $p \geq 1$, that $h \in L^p(X_1 \times X_2, \mu_1 \otimes \mu_2)$. Then by the results recalled in [27], $A$ is a selfadjoint operator on $H_1 \otimes H_2$.

**Lemma 2.1.** The restriction of $A$ to $\text{dom}(A_1) \otimes \text{dom}(A_2)$ coincides with $B$.

**Proof.** Note that by linearity, we only need to check this on simple tensor products of the type $f \otimes g$. The proof is completed by a direct computation, using the fact that $U^{-1} = U_1^{-1} \otimes U_2^{-1}$ on the algebraic tensor product $L^2(X_1, \mu_1) \otimes L^2(X_2, \mu_2)$. \hfill $\square$

Several important consequences follow from the lemma above:

1° The operator $B$ is essentially selfadjoint.

Recall that an essentially selfadjoint operator is one whose closure is selfadjoint. It is easy to see that such an operator has a unique selfadjoint extension, namely, its closure. It follows that the operator $A$ is the closure of the operator $B$.

Since $A$ is a selfadjoint extension of $B$, to show that $B$ is essentially selfadjoint we need to show that $\text{dom}(B) = \text{dom}(A_1) \otimes \text{dom}(A_2)$ is a core of $A$. Using [3], and translating the problem to the representation by multiplication operators, we need to show that $\text{dom}(T_{h_1}) \otimes \text{dom}(T_{h_2})$ is a core of $T_h$. Since the function $h \in L^4(X_1 \times X_2, \mu_1 \otimes \mu_2)$ (in fact $h \in L^p$ for each $p \geq 1$), it follows (see [14, Prop. 2, p. 260]) that any dense linear subspace of $L^4(X_1 \times X_2, \mu_1 \otimes \mu_2)$ is a core of $T_h$.

Therefore, to prove the result it is sufficient to show that $\text{dom}(T_{h_1}) \otimes \text{dom}(T_{h_2})$ is dense in $L^4(X_1 \times X_2, \mu_1 \otimes \mu_2)$. Since $h_j \in L^p(X_j, \mu_j)$, for all $p \geq 1$ it follows that all simple functions (linear combinations of characteristic functions of measurable sets) are in $\text{dom}(T_{h_j})$. It follows that the linear span $S$ of characteristic functions of rectangles with measurable sets as edges is contained in $\text{dom}(T_{h_1}) \otimes \text{dom}(T_{h_2})$. But it is well known that $S$ is dense in $L^p(X_1 \times X_2, \mu_1 \otimes \mu_2)$ for each $p > 0$.

2° The same method of proof can be used to prove a slightly stronger statement: If for $j = 1, 2$, the linear space $D_j \subset H_j$ is a core of $A_j$, then $D_1 \otimes D_2$ is a core of $A$. For details see [14, Theorem VIII.3].

3° Denote by $\text{ess. ran}(f)$ the essential range of a function $f$ (cf. [22]). Then for our functions $h_1, h_2, h$, it is easily verified that

$$
\text{ess. ran}(h) = \text{ess. ran}(h_1) + \text{ess. ran}(h_2),
$$

where the bar denotes closure in the topology of $\mathbb{R}$. It follows that the spectra of $A_1, A_2$ and $A$ are related by

$$
\text{spec}(A) = \text{spec}(A_1) + \text{spec}(A_2).
$$

We note here that the set $\text{spec}(A_1) + \text{spec}(A_2)$ need not be closed. Indeed, it is easy to construct selfadjoint operators $A_1$ and $A_2$ (both e.g. on the space $\ell^2$ of square-summable sequences) such that $\text{spec}(A_1) = \mathbb{N}_+$, the set of positive integers, and $\text{spec}(A_2) = \{-\nu - \frac{1}{p} \mid \nu \in \mathbb{N}_+\}$. 
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3. The complex Laplacian

3.1. Definition and basic properties. We now recall the definition and basic properties of the complex Laplacian $\Box$. Details may be found in the texts [11, 6].

Let $\Omega$ be a Hermitian manifold, i.e., a complex manifold with a Hermitian metric. We let $L_{p,q}^2(\Omega)$ be the Hilbert space of square integrable differential forms of bidegree $(p,q)$ and let $L^2(\Omega)$ be the orthogonal Hilbert space sum of the $L_{p,q}^2(\Omega)$, so that $L^2(\Omega)$ is the Hilbert space of all square integrable forms on $\Omega$.

We can define a realization of the $\partial$-operator as a densely defined closed Hilbert space operator from the space $L^2(\Omega)$ to itself. This realization has the domain

$$\text{dom}(\partial) = \{ f \in L^2(\Omega) \mid \partial f \in L^2(\Omega) \},$$

where $\partial f$ is taken in the sense of distributions. We denote by $\partial^*$ the Hilbert space adjoint of $\partial$. This is again a densely defined closed operator on $L^2(\Omega)$, whose domain $\text{dom}(\partial^*)$ is very different from that of $\partial$. We define the complex Laplacian on $\Omega$ to be the operator

$$\Box = \partial \partial^* + \partial^* \partial.$$

Then, it can be shown that $\Box$ is a densely defined closed and unbounded operator, which is selfadjoint and nonnegative. Note that by the definition of domains of compositions and sums of unbounded operators, we have that

$$\text{dom}(\Box) = \{ f \in L^2(\Omega) \mid f \in \text{dom}(\partial) \cap \text{dom}(\partial^*), \partial f \in \text{dom}(\partial^*) \text{ and } \partial^* f \in \text{dom}(\partial) \}.$$

A very important special case is when $\Omega$ is realized as a relatively compact and smoothly bounded domain in a larger Hermitian manifold $M$, and given as $\Omega = \{ z \in M \mid \rho(z) < 0 \}$, where the gradient $\nabla \rho$ is normalized to unit length on $b\Omega$. In this case, if $f \in L^2(\Omega)$ is a form smooth up to the boundary, the condition that $f \in \text{dom}(\Box)$ is equivalent to $f$ satisfying on $b\Omega$ the $\overline{\partial}$-Neumann boundary conditions

$$(9) \quad \begin{cases} f |_{\nabla \rho} = 0 \text{ and} \\ \overline{\partial} f |_{\nabla \rho} = 0, \end{cases}$$

where $|$ denotes the contraction of a form by a vector field.

3.2. Differential forms on product manifolds. We now generalize equations (5) and (6) to spaces of differential forms on manifolds. Let $H_1$ and $H_2$ be vector spaces of differential forms on the manifolds $\Omega_1$ and $\Omega_2$ respectively. Let $\pi_j$ denote the projection from the product $\Omega = \Omega_1 \times \Omega_2$ to the factor $\Omega_j$. It is easy to see that the identification

$$f \otimes g = \pi_1^* f \wedge \pi_2^* g$$

linearly extends to an injective map of $H_1 \otimes H_2$ into the space of differential forms on $\Omega$. In particular, if we take $H_0 = L^2(\Omega_0)$, the Hilbert space of forms square integrable with respect to the Hermitian metric (see [6, Chapter 5] for detailed definitions), we get an injective map $L^2(\Omega_1) \otimes L^2(\Omega_2) \hookrightarrow L^2(\Omega)$ which can be extended by closure to obtain a natural identification

$$L^2(\Omega_1) \otimes L^2(\Omega_2) \cong L^2(\Omega).$$
Note that for \( (p, q) \) forms, reading off degrees on each side, this construction gives a representation of \( L^2_{p,q}(\Omega) \) as an orthogonal direct sum of tensor products:
\[
L^2_{p,q}(\Omega) = \bigoplus_{p_1 + p_2 = p, q_1 + q_2 = q} L^2_{p_1,q_1}(\Omega_1) \otimes L^2_{p_2,q_2}(\Omega_2).
\]

It is clear how this construction extends to more than two factors.

3.3. Proof of main theorem. We introduce some more notation. Denote by \( \Box^1 \) and \( \Box^2 \) the complex Laplacians on \( \Omega_1 \) and \( \Omega_2 \) respectively (this is unambiguous since we never consider powers of the complex Laplacian). Then for \( j = 1, 2 \), the operator \( \Box^j \) is a densely defined, selfadjoint, nonnegative operator on \( L^2_{j}(\Omega_j) \), and we will denote its restriction to \( L^2_{p,q}(\Omega_j) \) by \( \Box^{j}_{p,q} \). Let \( \Omega = \Omega_1 \times \Omega_2 \) be the product Hermitian manifold (with product metric). Let \( D \) be the operator on \( L^2_{2}(\Omega) \) with domain \( \text{dom}(\Box^1) \otimes \text{dom}(\Box^2) \), defined as
\[
D = \Box^1 \otimes I_2 + I_1 \otimes \Box^2,
\]
where \( I_j \) is the identity operator on \( L^2_{j}(\Omega_j) \). Note that \( D \) is densely defined on \( L^2_{2}(\Omega) \), but it is not clear a priori whether \( D \) is closable or not.

Denote by \( \Box \) the complex Laplacian on the product \( \Omega \). We claim that \( \text{dom}(\Box) \subset \text{dom}(\Box^1) \otimes \text{dom}(\Box^2) \), and that the restriction of \( \Box \) to \( \text{dom}(\Box) = \text{dom}(\Box^1) \otimes \text{dom}(\Box^2) \) coincides with \( D \).

**Proof.** Denote by \( \overline{\partial}_j \) the \( L^2 \) Cauchy-Riemann operator on \( \Omega_j \) and by \( \overline{\partial}^j \) its Hilbert adjoint, and let \( \overline{\partial}, \overline{\partial}^* \) denote the corresponding objects on the product \( \Omega = \Omega_1 \times \Omega_2 \). It is easy to see from the definitions of the domains of these operators that \( \text{dom}(\overline{\partial}) \supset \text{dom}(\overline{\partial}_1) \otimes \text{dom}(\overline{\partial}_2) \) and \( \text{dom}(\overline{\partial}^*) \supset \text{dom}(\overline{\partial}_1^*) \otimes \text{dom}(\overline{\partial}_2^*) \). Further, on \( \text{dom}(\overline{\partial}_1) \otimes \text{dom}(\overline{\partial}_2) \) we have the Leibniz formula
\[
\overline{\partial} = \overline{\partial}_1 \otimes I_2 + \overline{\partial}_2 \otimes I_1 + \sigma_1 \otimes \overline{\partial}_2^* + \overline{\partial}_2 \otimes \overline{\partial}_2^* \sigma_2,
\]
where \( \sigma_1 \) is the operator on \( L^2_{1}(\Omega_1) \), which when restricted to \( L^2_{p,q}(\Omega_1) \) is multiplication by \( (-1)^{p+q} \). Note that \( \sigma_1^2 = I_1 \) and for any operator \( S \) of degree \( d \) on \( L^2_{1}(\Omega_1) \) (i.e., \( \deg(S) f - \deg(f) = d \) for every homogeneous form \( f \) in \( \text{dom}(S) \)) we have \( \sigma_1 S = (-1)^d S \sigma_1 \).

Similarly for \( \overline{\partial}^* \) we have on \( \text{dom}(\overline{\partial}_1^*) \otimes \text{dom}(\overline{\partial}_2^*) \) that
\[
\overline{\partial}^* = \overline{\partial}_1^* \otimes I_2 + \overline{\partial}_2^* \otimes I_1 + \sigma_1^* \otimes \overline{\partial}_2^* + \overline{\partial}_2^* \otimes \overline{\partial}_2^* \sigma_2^* \tag{12}
\]

Now let \( f_j \in \text{dom}(\Box^j) \) and set \( f = f_1 \otimes f_2 \). We verify that \( f \in \text{dom}(\Box) \). Indeed, since \( f_j \in \text{dom}(\overline{\partial}_j) \cap \text{dom}(\overline{\partial}_j^*) \), it follows that
\[
f \in (\text{dom}(\overline{\partial}_1) \otimes \text{dom}(\overline{\partial}_2)) \cap (\text{dom}(\overline{\partial}_1^*) \otimes \text{dom}(\overline{\partial}_2^*) \cap \bigoplus_{p_1 + p_2 = p, q_1 + q_2 = q} L^2_{p_1,q_1}(\Omega_1) \otimes L^2_{p_2,q_2}(\Omega_2) \).
\]

Now, using also the facts that \( \overline{\partial} f_j \in \text{dom}(\overline{\partial}^*) \) and \( (12) \), it follows that \( \overline{\partial} f \in \text{dom}(\overline{\partial}^*) \). Similarly, using \( \overline{\partial}^* f_j \in \text{dom}(\overline{\partial}) \) and \( (13) \) we obtain that \( \overline{\partial}^* f \in \text{dom}(\overline{\partial}) \). It follows that \( f \in \text{dom}(\Box) \). So \( \text{dom}(D) \subset \text{dom}(\Box) \).

Now we compute
\[
\overline{\partial} \overline{\partial}^* f = (\overline{\partial}_1 \otimes I_2 + \overline{\partial}_2 \otimes I_1)(\overline{\partial}^*_1 f_1 \otimes f_2 + \overline{\partial}^*_2 f_1 \otimes f_2) = \overline{\partial}_1 \overline{\partial}^*_1 f_1 \otimes f_2 + \overline{\partial}_1 \overline{\partial}^*_1 f_1 \otimes f_2 + \overline{\partial}_2 \overline{\partial}^*_2 f_1 \otimes f_2 + f_1 \otimes \overline{\partial}^* f_2 f_2
\]
and
\[ \overline{\partial} \partial f = (\overline{\partial}_1 \otimes I_2 + \sigma_1 \otimes \overline{\partial}_2)(\overline{\partial}_1 f_1 \otimes f_2 + \sigma_1 f_1 \otimes \overline{\partial} f_2) \]
\[ = \overline{\partial}_1 \overline{\partial}_1 f_1 \otimes f_2 + \sigma_1 \overline{\partial}_1 f_1 \otimes \overline{\partial}_2 f_2 + \overline{\partial}_1 \sigma_1 f_1 \otimes \overline{\partial}_2 f_2 + f_1 \otimes \overline{\partial}_2 \overline{\partial}_2 f_2. \]

Combining, we obtain
\[ \Box f = \Box^1 f_1 \otimes f_2 + (\overline{\partial}_1 \sigma_1 + \sigma_1 \overline{\partial}_1) f_1 \otimes \overline{\partial}^2 f_2 + (\sigma_1 \overline{\partial}_1 + \overline{\partial}_1 \sigma_1) f_1 \otimes \overline{\partial}_2 f_2 + f_1 \otimes \Box^2 f_2 \]
\[ = \Box^1 f_1 \otimes f_2 + f_1 \otimes \Box^2 f_2 \]
\[ = Df, \]
where we have made use of the fact that \( \overline{\partial} \) and \( \overline{\partial}^2 \) are of degree \( \pm 1 \) respectively. By linear extension, it follows that \( \Box = D \) on \( \text{dom}(D) \).

The proof of Theorem 1.1 will also require the following simple observation:

**Lemma 3.2.** Let \( E \) and \( F \) be closed subsets of the set of nonnegative closed sets. Then \( E + F \) is also a closed set.

**Proof.** Let \( z \) a point in the closure \( \overline{E + F} \), and let \( z_\nu \) be a sequence of points in \( E + F \) converging to \( z \). Writing \( z_\nu = x_\nu + y_\nu \), where \( x_\nu \in E \) and \( y_\nu \in F \), we see that \( x_\nu, y_\nu \) are bounded sequences in the closed sets \( E \) and \( F \) respectively. By the Bolzano-Weierstrass theorem, after passing to a subsequence, we can assume that \( x_\nu \rightarrow x \in E \) and \( y_\nu \rightarrow y \in F \). It follows that \( z = x + y \in E + F \). \( \Box \)

**Proof of equation (1).** We first consider the case when \( N = 2 \). Since \( \Box^1 \) and \( \Box^2 \) are selfadjoint, using the results of (2.3), we see that \( D \) is an essentially selfadjoint operator on \( L^2(\Omega) \). By Lemma 3.1, \( \Box \) is an extension of \( D \). But since \( \Box \) is selfadjoint, this means that \( \Box \) is the closure of \( D \). Thanks again to the results of (2.3) it follows that
\[ \text{spec}(\Box) = \text{spec}(\Box^1) + \text{spec}(\Box^2). \]

Now, using Lemma 3.2 and the fact that \( \Box^j \) is nonnegative so its spectrum consists of nonnegative numbers, it follows that
\[ \sigma(\Omega) = \sigma(\Omega_1) + \sigma(\Omega_2). \]

The case of general \( N > 2 \) now follows by a straightforward induction argument. \( \Box \)

**Proof of equation (2).** First we assume that \( N = 2 \). Let \( f_1 \in L^2_{p_1,q_1}(\Omega_1) \), and \( f_2 \in L^2_{p_2,q_2}(\Omega_2) \), so that \( f_1 \otimes f_2 \in L^2_{p_1,q_1} \boxtimes L^2_{p_2,q_2}(\Omega_1 \otimes \Omega_2) \). Note that \( \Box^1 \) (resp. \( \Box^2 \)) maps \( L^2_{p_1,q_1}(\Omega_1) \) (resp. \( L^2_{p_2,q_2}(\Omega_2) \)) into itself. Therefore, the formula (11) defining \( D \) shows that \( D \) maps \( L^2_{p_1,q_1}(\Omega_1 \boxtimes \Omega_2) \) into itself, and it follows that so does \( \Box \), the closure of \( D \). Therefore, the restriction of \( \Box \) defines a selfadjoint operator on each space \( L^2_{p_1,q_1}(\Omega_1 \boxtimes \Omega_2) \). Denote this restriction by the admittedly barbarous notation \( \Box_{p_1,q_1}^{p_2,q_2} \). Then by the results of (2.3), we have that \( \Box_{p_1,q_1}^{p_2,q_2} \) is the
unique selfadjoint extension of the operator \( □_{p_1,q_1} \otimes I_2 + I_1 \otimes □_{p_2,q_2} \) (where now \( I_j \) denotes the identity map on the Hilbert space \( L^2_{p_j,q_j}(\Omega_j) \)), and we have for the spectra

\[
spec(□_{p_1,q_1} \otimes □_{p_2,q_2}) = spec(□_{p_1,q_1}) + spec(□_{p_2,q_2}) = \sigma_{p_1,q_1}(\Omega_1) + \sigma_{p_2,q_2}(\Omega_2)
\]

(14)

where we have used Lemma 3.2.

Now consider a Hilbert space \( H \) represented as an orthogonal direct sum

\[
H = \bigoplus_{k=1}^n H_k,
\]

and let \( A \) be an operator on \( H \) which maps each \( H_k \) to itself. Denoting by \( A_k \) the restriction of \( A \) to \( H_k \) (interpreted as an operator on \( H_k \)), we find there is a direct sum decomposition \( A = \bigoplus_{k=1}^n A_k \). Then we have (see [17, Theorem 2.23]):

(15) \[ spec(A) = \bigcup_{k=1}^n spec(A_k). \]

Now, by (10), the space \( L^2_{p,q}(\Omega) \) is represented as an orthogonal direct sum of subspaces \( L^2_{p_1,q_1}(\Omega_1) \otimes L^2_{p_2,q_2}(\Omega_2) \) (with \( p_1 + p_2 = p \) and \( q_1 + q_2 = q \)), and the operator \( □_{p,q} \) maps each of these subspaces to itself. Therefore, using (15), we have

\[
spec(□_{p,q}) = \bigcup_{p_1+p_2=p, q_1+q_2=q} \left( spec(□_{p_1,q_1}) + spec(□_{p_2,q_2}) \right) \quad \text{by (14)},
\]

In the notation used in the statement of Theorem 1.1 this reads

\[
\sigma_{p,q}(\Omega) = \bigcup_{p_1+p_2=p, q_1+q_2=q} \left( \sigma_{p_1,q_1}(\Omega_1) + \sigma_{p_2,q_2}(\Omega_2) \right),
\]

which proves (2) in the case \( N = 2 \).

Now we extend this result by induction to general \( N > 2 \). The induction will require the use of the following formula regarding Minkowski sums:

(16) \[ E + \bigcup_{i=1}^n F_i = \bigcup_{i=1}^n (E + F_i), \]

which follows directly from the definition. We assume that the result has been established for \( N-1 \) factors, and we consider \( N \) factors \( \Omega_1, \ldots, \Omega_N \). We set \( \Omega'_j = \Omega_j \).
for $1 \leq j \leq N - 2$ and let $\Omega_{N-1}' = \Omega_{N-1} \times \Omega_N$. Then, if $\Omega = \Omega_1 \times \cdots \times \Omega_N = \Omega_1' \times \cdots \times \Omega_{N-1}'$, we have by the induction hypothesis

$$\sigma_{p,q}(\Omega) = \bigcup_{\sum_{j=1}^{N-1} p_j = p, \sum_{j=1}^{N-1} q_j = q} (\sigma_{p_1,q_1}(\Omega_1') + \cdots + \sigma_{p_{N-1},q_{N-1}}(\Omega_{N-1}'))$$

$$= \bigcup_{\sum_{j=1}^{N-1} p_j = p, \sum_{j=1}^{N-1} q_j = q} \left( \sigma_{p_1,q_1}(\Omega_1) + \cdots + \sigma_{p_{N-2},q_{N-2}}(\Omega_{N-2}) \right.$$

$$\left. + \bigcup_{p_1+q_1 = p, q_1+q_2 = q} (\sigma_{p_2,q_2}(\Omega_{N-1}) + \sigma_{p_2,q_2}(\Omega_N)) \right)$$

(renaming the indices).

This completes the proof.

\section*{4. Proof of Theorem 1.2}

We first establish a couple of lemmas.

\textbf{Lemma 4.1.} Let $A$ be a nonnegative selfadjoint operator on a Hilbert space $H$. Then the following are equivalent:

(1) The range of $A$ is closed.

(2) There is a $C > 0$ such that for each $x \in \text{dom}(A) \cap \ker(A)^\perp$,

$$\|Ax\| \geq C \|x\|.$$ 

(17)

(3) There is a $c > 0$ such that the intersection of the open interval $(0,c)$ with the set $\text{spec}(A)$ is empty.

\textbf{Proof.} The equivalence of (1) and (2) is a standard fact in functional analysis (see [6, Lemma 4.1.1]). We show that (2) and (3) are equivalent. Using the spectral
We can assume that $H$ is the space $L^2(X, \mu)$ for some measure space $(X, \mu)$, and $Af = hf$ for a nonnegative function $h$ on $X$.

First assume that (3) is true. Recall from §2.1 that the spectrum of $A$ coincides with the essential range of the function $f$. This means that on the complement of the set $\{h = 0\} \subset X$, the function $h$ satisfies $h \geq c$ a.e. Then, we have for any $f \in \text{dom}(A) \subset L^2(X, \mu)$,

$$\|Af\|^2 = \int |hf|^2 d\mu$$

$$= \int_{\{h=0\}} |hf|^2 d\mu + \int_{\{h>0\}} |hf|^2 d\mu$$

$$\geq 0 + c^2 \int |f|^2 d\mu$$

$$= c^2 \|f\|^2,$$

so that (3) implies (2). Now assume that (3) is violated. For a positive integer $\nu$, let

$$E_\nu = \left\{ x \in X \mid \frac{1}{2^\nu+1} \leq h(x) < \frac{1}{2^\nu} \right\}$$

and let $\mu_\nu = \mu(E_\nu)$. Since (3) is not true, it is possible to find a sequence of integers $\nu_k \uparrow \infty$ such that $\mu_{\nu_k} > 0$. For each $k$ define

$$f_k = \begin{cases} \frac{1}{\sqrt{\mu_{\nu_k}}} & \text{on } E_{\nu_k}, \\ 0 & \text{elsewhere}. \end{cases}$$

We claim that $f_k$ is orthogonal to $\ker(A)$. Indeed, $g \in \ker(A)$ if and only if $g$ has support in the set $\{h = 0\}$ (cf. equation (11)). Since the support of $f_k$ is by construction disjoint from that of $g$, it follows that $\int f_k g d\mu = 0$. Also,

$$\|f_k\|^2 = \int_{E_{\nu_k}} \frac{1}{\mu_{\nu_k}} d\mu$$

$$= 1,$$

but on the other hand we have

$$\|Af_k\|^2 = \int |hf_k|^2 d\mu$$

$$= \int_{E_{\nu_k}} h^2 d\mu$$

$$\leq \frac{1}{4^{\nu_k}}.$$ 

It follows that $f_k \in \text{dom}(A) \cap \ker(A)^\perp$, but no constant such as $C$ in (17) exists. This completes the proof. 

\[ \square \]

**Lemma 4.2.** Let $A_1$, $A_2$ be nonnegative selfadjoint operators on Hilbert spaces $H_1, H_2$, and let $A$ be the closure of $A_1 \otimes I_2 + I_1 \otimes A_2$ as an operator on $H_1 \otimes H_2$. (Recall that $A$ was shown in §2.4 to be selfadjoint.) Then we have

$$\ker(A) = \ker(A_1) \otimes \ker(A_2).$$
Proof. We use the representation of $A_1, A_2, A$ by multiplication operators developed in [24]. After using the unitary isomorphism $U$, proving [18] is reduced to proving that $\ker(T_h) = \ker(T_{h_1}) \otimes \ker(T_{h_2})$. The functions $h_1$ and $h_2$ on $X_1$ and $X_2$, respectively, which represent $A_1$ and $A_2$ by multiplication are now nonnegative a.e., and the subset $h^{-1}(0) \times X_2$ is identical to $h_1^{-1}(0) \times h_2^{-1}(0)$. Indeed, since $h_1 \geq 0$ and $h_2 \geq 0$ a.e., the only way $h(x_1, x_2) = h_1(x_1) + h_2(x_2)$ can vanish a.e. is by the vanishing a.e. of both $h_1$ and $h_2$. Using the representation [3] of the kernel, we obtain

$$\ker(T_h) = L^2(h^{-1}(0), \mu_1 \otimes \mu_2)$$

$$= L^2(h_1^{-1}(0) \times h_2^{-1}(0), \mu_1 \otimes \mu_2)$$

$$= L^2(h_1^{-1}(0), \mu_1) \otimes L^2(h_2^{-1}(0), \mu_2)$$

$$= \ker(T_{h_1}) \otimes \ker(T_{h_2}).$$

Proof of Theorem 1.2. It is sufficient to prove the result for $N = 2$, the general case following by a simple induction argument. We recall the following standard fact from Hodge theory: on a Hermitian manifold the following are equivalent: (a) $\square$ has closed range, (b) $\bar{\partial}$ has closed range, (c) $\bar{\partial}^*$ has closed range, (d) (Kodaira; see [11, p. 165], or [3, Lemma 2.2]) every $L^2$-Dolbeault cohomology class has a unique harmonic representative: more precisely, the inclusion $\ker(\square) \subset \ker(\bar{\partial})$ induces an isomorphism on the cohomology level.

We use the notation used in the proof of Lemma 3.1. Therefore, assume that the operators $\bar{\partial}_1$ and $\bar{\partial}_2$ have closed range in $L^2(\Omega_1)$ and $L^2(\Omega_2)$ respectively. Therefore for $j = 1, 2$, the operator $\square_j$ also has closed range in $L^2(\Omega_j)$. It follows from Lemma 3.1 that there exist $c_j > 0$ such that $\sigma(\Omega_j) \cap (0, c_j) = \emptyset$. But $\sigma(\Omega) = \sigma(\Omega_1) + \sigma(\Omega_2)$ by Theorem 1.11 so if $c = \min(c_1, c_2)$, then clearly $\sigma(\Omega) \cap (0, c) = \emptyset$. It follows now from Lemma 3.1 that $\square$ has closed range in $L^2(\Omega)$. We conclude that $\bar{\partial}$ has closed range in $L^2(\Omega)$. Now, $\square_j$ is a nonnegative operator, $j = 1, 2$, and $\square$ is the unique selfadjoint extension of $\square_1 \otimes I_2 + I_1 \otimes \square_2$, so by Lemma 1.2 we have

$$\ker(\square) = \ker(\square_1) \otimes \ker(\square_2).$$

Since, by part (d) of the result quoted in the first paragraph of this proof, $\ker(\square) \cong H^*_L(\Omega)$ and $\ker(\square_j) \cong H^*_L(\Omega_j)$ for $j = 1, 2$, the K"unneth formula [3] now follows in the case $N = 2$.  

5. Point spectra and eigenvectors

In this section we consider certain simple special cases of Theorem 1.1. All these could have been deduced directly from the representation of $\square$ constructed in [3,3]. However, we give direct elementary arguments wherever possible in view of the importance of the special cases considered.

5.1. Expansions in eigenforms. We use the notation of Theorem 1.1 and [3,3].

Proposition 5.1. (a) For $j = 1, \ldots, N$, let $\alpha_j \in \sigma(\Omega_j)$ be an eigenvalue, and let $E_{\alpha_j} \subset \text{dom}(\Omega_j) \subset L^2(\Omega_j)$ be the corresponding eigenspace. Then $\sum_{j=1}^N \alpha_j \in \sigma(\Omega)$ is an eigenvalue and the corresponding eigenspace is $E^{\alpha_1}_1 \otimes \ldots \otimes E^{\alpha_N}_N$.

(b) If each $\sigma(\Omega_j)$ consists only of eigenvalues, so does $\sigma(\Omega)$.
Proof. By a simple induction argument, it suffices to consider the case \( N = 2 \) for both (a) and (b). For part (a), we let \( f_j \in E_{\alpha_j} \subset \text{dom}(\Box_j) \) so that \( f_1 \otimes f_2 \in \text{dom}(\Box) \) by Lemma 3.3. A computation using (11) and Lemma 3.1 now shows that \( \alpha_1 + \alpha_2 \) is an eigenvalue of \( \Box \) with eigenvector \( f_1 \otimes f_2 \). Part (a) follows, since the algebraic tensor product is dense in the Hilbert tensor product (cf. §2.3).

For part (b), continuing to assume \( N = 2 \), we note that the hypothesis implies that for \( j = 1, 2 \),

\[
L^2_2(\Omega_j) = \bigoplus_{\lambda \in \sigma(\Omega_j)} E^j_{\lambda},
\]

where \( E^j_{\lambda} \) denotes the eigenspace of \( \Box_j \) corresponding to the eigenvalue \( \lambda \). Therefore, we have

\[
L^2_2(\Omega) = \bigoplus_{\lambda \in \sigma(\Omega_1)} E^1_{\lambda} \otimes E^2_{\lambda}.
\]

Therefore, the span of the eigenspaces corresponding to the points of \( \sigma(\Omega_1) + \sigma(\Omega_2) \) is dense in the Hilbert space \( L^2_2(\Omega) \). It follows that the full spectral decomposition of \( \Box \) on \( \Omega \) is given by projection on the eigenspaces corresponding to \( \sigma(\Omega_1) + \sigma(\Omega_2) \). Part (b) now follows.

We now consider \( \Omega_j, j = 1, \ldots, N \) such that each \( \sigma(\Omega_j) \) consists of eigenvalues only. This happens in many important cases, for example, when each \( \Omega_j \) is a smoothly bounded pseudoconvex domain of finite type in some \( \mathbb{C}^n \). For \( \lambda \in \sigma(\Omega_j) \) denote by \( \pi^j_{\lambda} \) the orthogonal projection from \( L^2_2(\Omega_j) \) to the subspace \( E^j_{\lambda} \). Then we have the following representation:

\[
\Box^j = \sum_{\lambda \in \sigma(\Omega_j)} \lambda \pi^j_{\lambda},
\]

where the series on the right converges in the strong operator topology; i.e. for every \( f \in \text{dom}(\Box^j) \), \( \sum_{\lambda \in \sigma(\Omega_j)} \lambda \pi^j_{\lambda} f \) converges to \( \Box^j f \) in the norm topology of \( L^2_2(\Omega_j) \). Our computations show that:

**Corollary 5.2.** On \( \Omega \):

\[
\Box = \sum_{j=1}^N \lambda_j \pi^{j}_{\lambda_j} \otimes \ldots \otimes \pi^{N}_{\lambda_N}.
\]

Here \( \pi^{j}_{\lambda_j} \otimes \ldots \otimes \pi^{N}_{\lambda_N} \) is the projection operator on \( L^2_2(\Omega) \) obtained as the closure of the bounded operator \( \pi^{1}_{\lambda_1} \otimes \ldots \otimes \pi^{N}_{\lambda_N} \) on the algebraic tensor product subspace \( L^2_2(\Omega_1) \otimes \ldots \otimes L^2_2(\Omega_N) \). This is clearly a projection onto a subspace of the eigenspace of \( \Box \) corresponding to the eigenvalue \( \lambda = \sum_j \lambda_j \) of \( \Box \) (it is not necessarily the full projection corresponding to \( \lambda \), since there may be more than one way of representing \( \lambda \) as a sum of eigenvalues of the complex Laplacian on the factor domains).

Denote by \( \pi^{j}_{\lambda}(p,q) \) the projection from \( L^2_{p,q}(\Omega_j) \) onto the eigenspace of \( \Box_{p,q} \) corresponding to the eigenvalue \( \lambda \in \sigma_{p,q}(\Omega_j) \). An argument similar to the one above shows also that
the pseudoconvex domain $\Omega = \Omega$ well-known to have a compact inverse, the Green operator is the same as the usual Laplacian with Dirichlet boundary conditions, which is

We also have on $\Omega$

$$\square_{p,q} = \bigoplus_{\sum_{j=1}^N p_j = p, \sum_{j=1}^N q_j = q} (\lambda_1 + \cdots + \lambda_N) \pi_{\lambda_1}^{1,(p_1,q_1)} \otimes \cdots \otimes \pi_{\lambda_N}^{N,(p_N,q_N)}.$$

5.2. Example: Polydomains. We now consider the special case in which each $\Omega_j$ is a bounded domain in the complex plane $\mathbb{C}$ with smooth boundary, so that the pseudoconvex domain $\Omega = \Omega_1 \times \cdots \times \Omega_N \subset \mathbb{C}^N$ is a so-called polydomain. We consider the spectrum of $\square_{0,q}$ on $\Omega$. For convenience we will write $\square_q$ for $\square_{0,q}$, and $\sigma_q(\Omega_j)$ for $\sigma_{0,q}(\Omega_j)$.

Note that the spectrum $\sigma(\Omega_j)$ of $\square_1$ consists of eigenvalues only. Indeed $\square_1$ is the same as the usual Laplacian with Dirichlet boundary conditions, which is well-known to have a compact inverse, the Green operator $G$. We can write the eigenvalues in $\sigma_1(\Omega_j)$ as an increasing sequence

$$0 < \mu_1^j \leq \mu_2^j \leq \ldots,$$

where we repeat each eigenvalue according to its (finite) multiplicity, and let $Z_j^k(z_j)dz_j$ denote an eigenform of $\square_1$ corresponding to the eigenvalue $\mu_k^j$, where $z_j$ denotes the natural coordinate on $\Omega_j$, and the eigenforms are so chosen for each eigenvalue with multiplicity that the collection $\{Z_j^k\}_{k \in \mathbb{N}}$ is a complete orthogonal set in $L^2(\Omega_j)$.

Now $u \in \square_0^j \cap C^1(\Omega_j)$ means that $\bar{\partial}u = 0$ on $b\Omega_j$, by (1). For smooth $f$ therefore, the equation $\square_0^j u = f$ takes the form

$$\begin{cases}
\Delta u = -4f & \text{on } \Omega_j, \\
\frac{\partial u}{\partial z} = 0 & \text{on } b\Omega_j.
\end{cases}$$

If $v = \frac{\partial u}{\partial z}$, this can be rewritten as the Dirichlet problem

$$\begin{cases}
\Delta v = -4f & \text{on } \Omega_j, \\
v = 0 & \text{on } b\Omega_j,
\end{cases}$$

where $\Delta$ is the usual Laplacian on $\mathbb{R}^2$. It is now easy to see that

$$u = \frac{1}{\pi z} \ast (G(-4f)) \ast 0 + h,$$

where $h$ is an $L^2$ holomorphic function, $G$ is the (compact) solution operator of the Dirichlet Laplacian, $g \mapsto g^0$ is the extension-by-zero of a function on $\Omega_j$ to $\mathbb{C}$, and $\frac{1}{\pi z}$ is the fundamental solution of the $\bar{\partial}$-equation on $\mathbb{C}$. It easily follows that the inverse modulo the kernel of $\square_0^j$ is compact; i.e. the restriction of $\square_0^j$ to $\ker(\square_0^j)^\perp$ has compact inverse. $\sigma(\Omega_j)$, the spectrum of $\square_0^j$, consists of eigenvalues only, which can be written in ascending order as

$$0 = \lambda_0^j < \lambda_1^j \leq \lambda_2^j \leq \ldots,$$

where the positive eigenvalues are of finite multiplicity and they are repeated according to their multiplicity. As noted above, the eigenspace corresponding to the eigenvalue $\lambda_0^j = 0$ is the Bergman space of $L^2$-holomorphic functions on $\Omega_j$, and we let $\{H_j^k\}_{k \in \mathbb{N}}$ be a complete orthogonal set in the Bergman space $L^2(\Omega_j) \cap O(\Omega_j)$. For $k \geq 1$, let $Z_j^k$ be an eigenfunction of $\square_1^j$ corresponding to the eigenvalue $\lambda_k^j$. 
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We can again assume that these have been chosen such that the family \( \{ Z^j_k \}_{k \in \mathbb{N}} \) is a complete orthogonal set in \( \ker(\Box_0^q) \).

For a subset \( J \) of \( \{ 1, \ldots, n \} \) of cardinality \( q \), where \( J = \{ j_1, \ldots, j_q \} \) with \( j_1 < \cdots < j_q \), we write \( d\bar{z}^J = d\bar{z}_{j_1} \wedge \cdots \wedge d\bar{z}_{j_q} \), with the understanding that \( d\bar{z}^0 = 1 \).

We also use the standard convention that a sum over an empty set is 0. With these notational preliminaries, Corollary 5.3 gives rise to the following description of the eigenstructure of the operator \( \Box_q \) on \( \Omega \):

**Proposition 5.4.** Let \( J \) be a subset of \( \{ 1, \ldots, n \} \) of cardinality \( q \), and let \( k = (k_1, \ldots, k_n) \in \mathbb{N}_+^n \) be an \( n \)-tuple of positive integers. Then

\[
\mu(J, k) = \sum_{j \in J} \mu^j_{k_j}
\]

is an eigenvalue of \( \Box_q \), and

\[
W(J, k) = \left( \prod_{j \in J} Y^j_{k_j}(z_j) \prod_{j \notin J} H^j_{k_j}(z_j) \right) d\bar{z}^J
\]

is an eigenform corresponding to this eigenvalue. Further, if \( q < n \), then

\[
\lambda(J, k) = \sum_{j \in J} \mu^j_{k_j} + \sum_{j \notin J} \lambda^j_{k_j}
\]

is also an eigenvalue of \( \Box_q \), with eigenform

\[
V(J, k) = \left( \prod_{j \in J} Y^j_{k_j}(z_j) \prod_{j \notin J} Z^j_{k_j}(z_j) \right) d\bar{z}^J.
\]

Moreover, this is the complete list of eigenvalues and eigenforms of \( \Box_q \) as \( J \) ranges over all subsets of \( \{ 1, \ldots, n \} \) of size \( q \) and \( k \) ranges over \( \mathbb{N}_+^n \) and gives the full spectral decomposition of \( \Box_q \).

If \( q < n \), the eigenvalue \( \mu(J, k) \) has infinite multiplicity, since there are infinitely many \( k \) corresponding to the same eigenvalue, and for distinct \( k \) we have distinct eigenforms \( W(J, k) \). If \( q = n \) on the other hand, all the eigenvalues \( \mu(J, k) \) are of finite multiplicity, as one would expect from the Dirichlet problem in a bounded domain. Since \( \Box_q \) has eigenvalues of infinite multiplicity for \( q < n \), it immediately follows that for \( 0 < q < n \), the inverse of \( \Box_q \), the \( \overline{\partial} \)-Neumann operator \( N_q \), is noncompact.

The special case of Proposition 5.4 when \( \Omega_j = \{ z \in \mathbb{C} \mid |z| < a_j \} \) for some \( a_j > 0 \) (so that \( \Omega \) is a polydisc) was obtained in the paper [12]. In this case, the functions \( Y^j_k \) and \( Z^j_k \) have explicit representations in terms of Bessel functions.
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