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Abstract. The purpose of this article is to establish extensions of Fekete’s Theorem concerning the existence of universal power series of \( C^\infty \) functions defined by estimates on successive derivatives.

1. Introduction

Before 1914 Fekete showed that there exists a formal real power series \( \sum_{n=1}^{\infty} a_n x^n \) such that for every continuous function \( h \) on \([-1, 1]\) with \( h(0) = 0 \), there exists an increasing sequence \((\lambda_n)\) of positive integers such that

\[
\sup_{x \in [-1, 1]} \left| \lambda_n \sum_{k=1}^{\lambda_n} a_k x^k - h(x) \right| \to 0 \text{ as } n \to +\infty
\]

(see [13]). This result is, as far as we know, the first result about universal Taylor series. Since then, many results on universal series have appeared (see for instance [15], [1], [10] or [11]). The first proofs of the existence of universal series were constructive. In [6] it was proven that all the previous universalities were generic. Thus the use of Baire’s Theorem yields a first simplification of the proofs. Furthermore it appears that the proofs need to exhibit a polynomial which approximates both a given function in the space where the universal function should live and a given function in the space where the universal property holds. Combining this fact with Baire’s Theorem, Bayart, Grosse-Erdmann, Nestoridis and Papadimitropoulos in [1] develop an abstract theory of universal series, from which they deduce easily and in a unified way the existing results as well as new statements. In particular they obtain results about universal expansions of \( C^\infty \) functions on arbitrary open subsets of \( \mathbb{R}^l \) \((l \geq 1)\), as well as an extension of Fekete’s Theorem at the level of formal power series in \( \mathbb{R}^l \).

Our aim is to obtain universal expansions of ultradifferentiable functions. Let us recall that ultradifferentiable functions are \( C^\infty \) functions with a control on the growth of all derivatives (see Definitions 2.8 and 3.3). Such functions appeared as natural solutions of certain partial differential equations. In this paper we deal with non-quasianalytic classes (such as Gevrey classes), where the Borel theorem holds...
First we apply the abstract theory of universal series in a space of sequences of Beurling type, which is a Baire space. The combination of this new result with Borel’s Theorem in the space of ultradifferentiable functions ensures the existence of universal elements in the Baire space of \( C^\infty \) functions of Beurling type. These results allow us to exhibit universal elements in another space of ultradifferentiable functions (functions of Roumieu-Carleman type). In this space the set of universal functions is dense and \( G_\delta \), although the space does not satisfy the Baire property. Moreover the two last new kinds of universal series cannot, in addition to the universal approximation, simultaneously satisfy the approximation property in the space where the universal functions should live. Based on this remark we return to an abstract theory. We give an abstract framework for this behavior from which we derive an approximation property concerning polynomials in the \( C^\infty \) case or the \( C^\infty \)-Beurling case, which is analogous to a classical lemma of du Bois Reymond.

Finally we give a further extension of Fekete’s Theorem in the \( C^\infty \) class or in the \( C^\infty \) class of Beurling ultradifferentiable functions. Now the Fekete property holds, not only for one center, but for a denumerable set of isolated points. The universal approximation is realized by the same sequence of indices according to a recent result on simultaneous approximation by Tsirivas [16].

2. Universality in a space of formal power series of Beurling type

Let us recall the abstract theory of universal series [12], [11]. Let \( X \) be a metrizable topological vector space over the field \( \mathbb{K} = \mathbb{R} \) or \( \mathbb{C} \). Let \( \rho \) be a translation invariant metric compatible with the vector space operations of \( X \). Let \( (x_k)_{k=0}^{+\infty} \) be a fixed sequence in \( X \).

**Definition 2.1.** A sequence \( a = (a_0, a_1, \ldots) \in \mathbb{K}^\mathbb{N} \) is said to belong to the class \( \mathcal{U} \) if the sequence \( \sum_{j=0}^{n} a_j x_j, n = 0, 1, 2, \ldots \) is dense in \( X \).

In other words, \( \mathcal{U} \) is the set of unrestricted universal series. We are also interested in restricted universal series. We fix a subspace \( A \) of \( \mathbb{K}^\mathbb{N} \) and assume that it carries a complete metrizable vector space topology induced by a translation invariant metric \( d \) such that the following three properties hold:

- \((P_1)\) the coordinate projections \( A \to \mathbb{K}, a \mapsto a_m \) are continuous for all \( m \in \mathbb{N} \),
- \((P_2)\) the set of polynomials \( G = \{a = (a_n)_{n \geq 0} \in \mathbb{K}^\mathbb{N} : \{n; a_n \neq 0\} \text{ is finite}\} \) is contained in \( A \),
- \((P_3)\) \( G \) is dense in \( A \).

As usual we denote by \( (e_n)_{n \geq 0} \) the canonical basis of \( \mathbb{K}^\mathbb{N} \).

**Definition 2.2.** A sequence \( a \in A \) belongs to the class \( \mathcal{U}_A \) if, for every \( x \in X \), there exists a sequence \( (\lambda_n) \) in \( \mathbb{N} \) such that

\[
\sum_{j=0}^{\lambda_n} a_j x_j \to x \quad \text{as} \quad n \to +\infty \quad \text{and} \quad \sum_{j=0}^{\lambda_n} a_j e_j \to a \quad \text{as} \quad n \to +\infty.
\]

It is obvious that \( \mathcal{U}_A \subset \mathcal{U} \cap A \). If we suppose that for every \( a \in A \), \( \sum_{j=0}^{n} a_j e_j \to a \) as \( n \to +\infty \), then one has \( \mathcal{U}_A = \mathcal{U} \cap A \).
In the following, we need a further result in the abstract theory of universal series. We use the notations and definitions of section 1.3 of [1] with the simplification \( L = \{0\} \) and \( E = A \). We assume that \((X_k)_{k \geq 1}\) is a sequence of metrizable topological vector spaces over \( \mathbb{K} \) equipped with translation invariant metrics \( \rho_k \). Let \((x_{k,n})_{n=0}^{+\infty}\) be a fixed sequence in \( X_k \).

**Definition 2.3.** Under the above assumptions, an element \( a \in A \) belongs to the class \( U^\mu_A \), where \( \mu \) is an increasing sequence of positive integers, if for every \( k \geq 1 \) and every \( x \in X_k \), there exists a subsequence \((\lambda_n)\) of \( \mu \) such that

\[
\rho_k \left( \sum_{j=0}^{\lambda_n} a_j x_{k,j}, x \right) \to 0 \text{ as } n \to +\infty \quad \text{and} \quad d \left( \sum_{j=0}^{\lambda_n} a_j e_j, a \right) \to 0 \text{ as } n \to +\infty.
\]

In the case \( \mu = \mathbb{N} \), we use the notation \( U_A \).

**Theorem 2.4 ([1]).** Under the above assumptions the following are equivalent:

1. \( U_A \neq \emptyset \).
2. For every \( k \geq 1 \), every \( x \in X_k \) and every \( \varepsilon > 0 \), there exist \( n \in \mathbb{N} \) and \( a_0, \ldots, a_n \in \mathbb{K} \) so that

\[
\rho_k \left( \sum_{j=0}^{n} a_j x_{k,j}, x \right) < \varepsilon \quad \text{and} \quad d \left( \sum_{j=0}^{n} a_j e_j, 0 \right) < \varepsilon.
\]

3. For any increasing sequence \( \mu \) of positive integers, \( U^\mu_A \) is a dense \( G_\delta \) subset of \( A \).
4. For any increasing sequence \( \mu \) of positive integers, \( U^\mu_A \cup \{0\} \) contains a dense vector subspace of \( A \).

In this section we apply this abstract theory of universal series to obtain a result of universality in the space of formal power series with control on the growth of coefficients. We use the following notation.

**Notation 2.5.** For any multi-index \( J = (j_1, \ldots, j_l) \) of \( \mathbb{N}^l \), we denote the length \( j_1 + \cdots + j_l \) by \( |J| \) and we write \( D^J = \partial^{j_1}/\partial x_1^{j_1} \cdots \partial x_l^{j_l} \), \( x^J = x_1^{j_1} \cdots x_l^{j_l} \) and \( J! = j_1! \cdots j_l! \). Let \( M = (M_n)_{n \geq 0} \) be an increasing sequence of real numbers with \( M_0 = 1 \). Denote by \( \Lambda_{(M)} \) the set

\[
\Lambda_{(M)} = \left\{ a = (a_J)_{J \in \mathbb{N}^l}, \ a_J \in \mathbb{K}; \ \forall C > 0 \ \|a\|_{(M)}^C = \sup_{J \in \mathbb{N}^l} \frac{|a_J|}{C^{\|J\| M_{|J|}}} < \infty \right\}.
\]

In the same spirit, denote by \( \mathcal{F}_{(M)} \) the set of formal power series \( f = \sum_{J \in \mathbb{N}^l} f_J x^J \) with \((f_J) \in \Lambda_{(M)} \). In particular the sequence \( M \) can be considered as the defect of analyticity of the power series \( f \).

Clearly \( \Lambda_{(M)} \) (or \( \mathcal{F}_{(M)} \)) endowed with the topology given by the family of seminorms \( \|\cdot\|_{(M)}^C \) is a Fréchet space. For \( a, b \in \Lambda_{(M)} \), the associated distance is defined by

\[
d(a, b) = \sum_{i=0}^{+\infty} \frac{1}{2^i} \frac{\|a-b\|_{(M)}^C}{1+\|a-b\|_{(M)}^C},
\]

where \((\sigma_i)_{i \geq 0}\) is a strictly decreasing sequence of real numbers which converges to 0. Moreover it is easy to check that properties \((P_1)\) and \((P_2)\) hold in \( \Lambda_{(M)} \). The following lemma shows that \((P_3)\) is also true.

**Lemma 2.6.** The set of polynomials \( G \) is dense in \( \Lambda_{(M)} \) (or \( \mathcal{F}_{(M)} \)).
Proof. Let \( a = (a_J)_{J \in \mathbb{N}} \) be a sequence in \( \Lambda_{(M)} \) and let \( \varepsilon > 0 \). There exists \( m \in \mathbb{N} \) such that \( \sum_{i=m+1}^{+\infty} 2^{-i} < \varepsilon/2 \). Let \( 0 < \eta < 1 \) be a real number such that \( 2\eta \sum_{i=0}^{m} 2^{-i} < \varepsilon \). Since \( a \) belongs to \( \Lambda_{(M)} \), there exists \( C > 0 \) such that for every \( J \in \mathbb{N} \), the following estimate holds:

\[
\frac{|a_J|}{\sigma_m^{(M)} |M_J|} \leq \frac{C}{2|J|}.
\]

Therefore there exists \( j_0 \in \mathbb{N} \) such that for every \( J \in \mathbb{N} \), with \( |J| \geq j_0 \), we have \( \frac{|a_J|}{\sigma_m^{(M)} |M_J|} < \frac{\eta}{1-\eta} \). We define the polynomial \( b = (b_J)_{J \in \mathbb{N}} \) by setting \( b_J = a_J \) if \( |J| < j_0 \) and \( b_J = 0 \) if \( |J| \geq j_0 \). We have by construction \( ||a - b||_{(M)}^{(M)} < \frac{\eta}{1-\eta} \) and

\[
d(a,b) < \sum_{i=0}^{m} 2^{-i} \eta + \sum_{i=m+1}^{+\infty} 2^{-i} < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.
\]

\( \square \)

**Notation 2.7.** Fix an increasing sequence \( (K_k) \) of compact subsets of \( \mathbb{R}^l \) such that every compact set \( K \subset \mathbb{R}^l \) is contained in some \( K_k \). Then, for every \( k \geq 1 \), let \( X_k \) be the space \( C(K_k) \) endowed with the norm \( \sup_{x \in K_k} |\cdot| \).

We set \( x_{k,j} = x^J \) and we will show that condition (2) of Theorem 2.4 is satisfied. First of all we need to introduce several definitions.

**Definition 2.8.** Let \( M \) be an increasing sequence of real numbers with \( M_0 = 1 \). An infinitely differentiable function \( f \) on \( \mathbb{R}^l \) is called an ultradifferentiable function of class \( M \) of Beurling type if on each compact set \( K \) in \( \mathbb{R}^l \) its derivatives satisfy the estimate

\[
||f||^{(M)}_{C,K} = \sup_{x \in K} \frac{|D^J f(x)|}{|J||M_J||C_J|} < +\infty,
\]

where (1) holds for every \( C > 0 \). We denote by \( \mathcal{E}_{(M)}(\mathbb{R}^l) \) the set of ultradifferentiable functions \( f \) of Beurling class \( M \). It is clearly a Fréchet space (endowed with the topology given by the seminorms \( ||\cdot||_{(M)}^{(M)} \)).

Moreover we will always impose the following conditions on the sequence \( M \):

\( (H_1) \) the sequence \( M \) is logarithmically convex, i.e. \( M_{n+1}/M_n \) increases;

\( (H_2) \) \( \sup_{p \geq 1, q \geq 1} \left( \frac{M_{p+q}}{M_p M_q} \right)^{1/(p+q)} < +\infty \);

and there is a constant \( C > 0 \) such that

\( (H_3) \) \( \sum_{n \geq p} \frac{M_n}{(n+1) M_{n+1}} \leq C \frac{M_p}{M_{p+1}} \), \( p = 1, 2, \ldots \).

Assumption \( (H_1) \) implies stability under pointwise product. Condition \( (H_2) \) guarantees stability under the action of ultradifferentiable operators \( [9] \). Hypothesis \( (H_3) \) is known as the *strong non-quasianalyticity*. According to a result of Petzsche, condition \( (H_3) \) is equivalent to the surjectivity of the Borel map: \( \mathcal{E}_{(M)}(\mathbb{R}^l) \to \mathcal{F}_{(M)} \), \( f \mapsto \sum_{J \in \mathbb{N}} \frac{D^J f(x)}{J!} x^J \). In the sequel we shall use the following Weierstrass type result proved by Komatsu: under the above assumptions, the set of polynomials is dense in \( \mathcal{E}_{(M)}(\mathbb{R}^l) \) ([9], Theorem 7.3).
Example 2.9. Let \( \alpha \) be a real number, with \( \alpha > 0 \). We set \( M_{n} = (n!)^{\alpha} \). Then the sequence \( M \) is strongly non-quasianalytic. This is the Gevrey \( G^{1+\alpha} \) regularity, well-known in partial differential equations.

Lemma 2.10. Let \( K \subset \mathbb{R}^{d} \) be a compact set. For every \( \varepsilon > 0 \) and every \( g \in C(\mathbb{R}^{d}) \) with \( g(0) = 0 \) there exists a polynomial \( p(x) = \sum_{J \in \mathbb{N}^{d}} p_{J} x^{J} \) with \( p(0) = 0 \) such that
\[
\sup_{x \in K} |p(x) - g(x)| < \varepsilon \quad \text{and} \quad d((p_{J}, 0), 0) < \varepsilon,
\]
where \( d \) is the distance in the Fréchet space \( \Lambda_{(M)} \).

Proof. Let \( \tilde{K} = [-C, C]^d \) be a compact set with \( K \subset \tilde{K} \) and \( C \geq 2 \). First we apply the well-known Weierstrass approximation theorem to find a polynomial \( q \) so that
\[
\sup_{\tilde{K}} |q - g| < \varepsilon / 6.
\]
Let us define the polynomial \( \tilde{q}(x) = q(x) - q(0) \). By the triangle inequality we have \( \sup_{\tilde{K}} |q - g| < \varepsilon / 3 \). Since \( \tilde{q}(0) = 0 \), we find \( \delta \in (0, C] \) such that \( |\tilde{q}(x)| < \varepsilon / 3 \) for \( x \in [-\delta, \delta]^{d} \). Let \( \Omega = [-C - 1, C + 1] \times [-\frac{\varepsilon}{4}, \frac{\varepsilon}{4}] \subset \mathbb{R}^{d} \) be an open set.

There exists a function \( \varphi \in \mathcal{E}(M) (\mathbb{R}^{d}) \) with compact support in \( \Omega \) such that \( \varphi \equiv 1 \) in a neighborhood of \( [-C, C]^{d} \setminus \delta, \delta]^{d} \) and \( |\varphi| \leq 1 \) (\( \mathbb{R}^{d} \), Lemma 5.1). Let us consider the function \( \tilde{q} \varphi \in \mathcal{E}(M) (\mathbb{R}^{d}) \). There exists \( m \in \mathbb{N} \) such that \( \sum_{i=m+1}^{\infty} 2^{-i} < \varepsilon / 2 \). Let \( 0 < \eta < 1 \) be a real number such that \( 6\eta \sum_{i=0}^{\infty} 2^{-i} < \varepsilon \). We now apply the Weierstrass type theorem in \( \mathcal{E}_{(M)} (\mathbb{R}^{d}) \) to find a polynomial \( \tilde{p} \) such that
\[
(2) \quad \sup_{J \in \mathbb{N}^{d}} \sup_{x \in \tilde{K}} \left| D^{J} (\tilde{q} \varphi - \tilde{p}) (x) \right| < \frac{\eta}{1 - \eta}.
\]
Using (2) with \( J = 0 \) we get \( \sup_{\tilde{K}} |\tilde{p} - \tilde{q} \varphi| < \varepsilon / 6 \). We put \( p(x) = \tilde{p}(x) - \tilde{p}(0) \) and \( \tilde{K} = I_{1}(\delta) \cup I_{2}(\delta) \cup I_{3}(\delta, C) \), where
\[
I_{1}(\delta) = [-\frac{\delta}{2}, \frac{\delta}{2}]^{d}, \quad I_{2}(\delta) = [-\delta, \delta]^{d} \setminus (I_{1}(\delta))^{o} \quad \text{and} \quad I_{3}(\delta, C) = [-C, C]^{d} \setminus \delta, \delta]^{d}.
\]
By the triangle inequality we have \( \sup_{\tilde{K}} |p - \tilde{q} \varphi| < \varepsilon / 3 \). Combining this inequality with the properties of the function \( \varphi \) we derive the following estimates:
\[
(3) \quad \sup_{x \in I_{1}(\delta)} |\tilde{q}(x) - p(x)| \leq \sup_{x \in I_{1}(\delta)} |\tilde{q}(x)| + \sup_{x \in I_{1}(\delta)} |p(x)| < \frac{2\varepsilon}{3},
\]
\[
(4) \quad \sup_{x \in I_{2}(\delta)} |\tilde{q}(x) - p(x)| \leq \sup_{x \in I_{2}(\delta)} |\tilde{q}(x) \varphi(x) - p(x)| + \sup_{x \in I_{2}(\delta)} |\tilde{q}(x) \varphi(x) - \tilde{q}(x)| < \frac{2\varepsilon}{3},
\]
\[
(5) \quad \sup_{x \in I_{3}(\delta, C)} |\tilde{q}(x) - p(x)| = \sup_{x \in I_{3}(\delta, \delta)} |\tilde{q}(x) \varphi(x) - p(x)| < \varepsilon.
\]
From (3), (4) and (5) we get
\[
\sup_{x \in \tilde{K}} |p(x) - g(x)| \leq \sup_{x \in \tilde{K}} |p(x) - \tilde{q}(x)| + \sup_{x \in \tilde{K}} |\tilde{q}(x) - g(x)| < \varepsilon / 3 + \frac{2\varepsilon}{3} = \varepsilon.
\]
Finally combining the equality \( |D^{J} (q \varphi - p)(0)| = p_{J} |J|! \) with inequality (2) we get
\[
d((p_{J}, 0), 0) < \varepsilon. \quad \square
\]

Combining Lemma 2.10 with Theorem 2.4 we deduce the following result.

Theorem 2.11. Let \( l \geq 1 \) be a fixed natural number and let \( \gamma \), \( j \geq 0 \), be an arbitrary enumeration of the set of multi-indices \( \gamma \in \mathbb{N}^{l} \), with \( \gamma^{0} = (0, \ldots, 0) \). Let \( \mu \) be an infinite subset of \( \mathbb{N} \) and let \( M = (M_{n})_{n \geq 0} \) be an increasing sequence of real numbers with \( M_{0} = 1 \) satisfying the conditions \( (H_{i}) \) (\( i = 1, 2, 3 \)).
Then there exists a formal power series \( f(x) = \sum_{j \in \mathbb{N}} a_j x^{\gamma_j} \in \mathcal{F}_M \) with \( a_0 = 0 \) which is universal in the following sense: for any continuous function \( h : \mathbb{R}^l \to \mathbb{R} \) with \( h(0) = 0 \) there exists a subsequence \( (\lambda_n) \) of \( \mu \) such that
\[
\sum_{j=1}^{\lambda_n} a_j x^{\gamma_j} \to h(x), \quad \text{as } n \to +\infty, \quad \text{uniformly on each compact subset of } \mathbb{R}^l.
\]

The set \( \mathcal{U}_M^\mu \) of such formal power series is \( G_\delta \) and dense in the space of all formal power series in \( \mathcal{F}_M \) without constant term and contains a dense vector subspace apart from 0.

**Remarks 2.12.**
1. Since \( a = \lim_{n \to +\infty} \sum_{j=0}^{n} a_j e_{\gamma_j} \), one has \( \mathcal{U}_M^\mu = \mathcal{U} \cap \Lambda^\mu_M \).
2. Notice that the power series obtained obviously has radius of convergence 0.
3. By choosing in an appropriate way the enumeration \( (\gamma_j) \) of the set of multi-indices and the infinite subset \( \mu \) of \( \mathbb{N} \), it is possible to assume that \( \sum_{j=0}^{\lambda_n} a_j x^{\gamma_j} \) is of the form \( \sum_{|J| \leq \lambda_n} a_J x^J \).
4. Applying a translation, we can easily replace the assumption \( h(0) = 0 \) by \( h(0) = c \in \mathbb{R} \). In the same way, there are series that are universal for all continuous functions taking a fixed value \( c \) at 0 and in this case \( a_0 = c \), of course.
5. Finally it is possible to omit the initial condition on \( h \) if we just consider the uniform convergence on each compact subset \( K \subset \mathbb{R}^l \) with \( 0 \notin K \).

### 3. Universality in classes of \( \mathcal{C}^\infty \) functions

First we give a version of Theorem 2.11 in \( \mathcal{E}_M(\mathbb{R}^l) \). We refer to Definition 2.8 for the definition and properties of the space \( \mathcal{E}_M(\mathbb{R}^l) \).

**Theorem 3.1.** Let \( l \geq 1 \) be a fixed natural number and let \( \gamma_j, j \geq 0 \), be an arbitrary enumeration of the set of multi-indices \( \gamma \in \mathbb{N}^l \), with \( \gamma^0 = (0, \ldots, 0) \). Let \( \mu \) be an infinite subset of \( \mathbb{N} \) and let \( M = (M_n)_{n \geq 0} \) be an increasing sequence of real numbers with \( M_0 = 1 \) satisfying conditions \( (H_i) \) \((i = 1, 2, 3)\).

Then there exists a \( \mathcal{C}^\infty \) function \( f \in \mathcal{E}_M(\mathbb{R}^l) \) with \( f(0) = 0 \) which is universal in the following sense: for any continuous function \( h : \mathbb{R}^l \to \mathbb{R} \) with \( h(0) = 0 \) there exists a subsequence \( (\lambda_n) \) of \( \mu \) such that
\[
\sum_{j=0}^{\lambda_n} \frac{D^J f(0)}{\gamma^J!} x^\gamma \to h(x), \quad \text{as } n \to +\infty, \quad \text{uniformly on each compact subset of } \mathbb{R}^l.
\]

The set \( \mathcal{U}_M^\mu(\mathcal{E}_M) \) of such functions is \( G_\delta \) and dense in the space of all functions in \( \mathcal{E}_M(\mathbb{R}^l) \) that vanish at 0 and contains a dense vector subspace apart from 0.

**Proof.** Let \( \tilde{f} = \sum_{J \in \mathbb{N}^l} f_J x^J \) be an element of \( \mathcal{U}_M^\mu(\mathcal{E}_M) \). Since the Borel map \( T_0 : \mathcal{E}_M(\mathbb{R}^l) \to \mathcal{F}_M \) given by \( f \mapsto \sum_{J \in \mathbb{N}^l} \frac{D^J f(0)}{J!} x^J \) is surjective \([14]\), there exists \( f \in \mathcal{E}_M(\mathbb{R}^l) \) satisfying \( f_J = \frac{D^J f(0)}{J!} \) for every \( J \in \mathbb{N}^l \). Therefore we have \( \mathcal{U}_M^\mu(\mathcal{E}_M) \neq \emptyset \). Let \( P \) be a polynomial with \( P(0) = 0 \). Obviously \( f + P \) belongs to \( \mathcal{U}_M^\mu(\mathcal{E}_M) \). Combining this fact with the density of polynomials in \( \mathcal{E}_M(\mathbb{R}^l) \) \([14]\), we deduce the following result: the set \( \mathcal{U}_M^\mu(\mathcal{E}_M) \) is dense in the space of all functions in \( \mathcal{E}_M(\mathbb{R}^l) \) that vanish at 0. Since \( \mathcal{E}_M(\mathbb{R}^l) \) is a Baire space, it suffices to apply Theorem 1.
of [7] to conclude that the class $\mathcal{U}^\mu(\mathcal{E}(M))$ is $G_\delta$. Finally observe that $\mathcal{E}(M)(\mathbb{R}^l)$ is separable (\[3\], Theorem 2.6). Hence to construct a dense vector subspace in $\mathcal{U}^\mu(\mathcal{E}(M))$ we proceed as in the proof of (3) $\Rightarrow$ (4) of Theorem 3 of \[1\] with the obvious modifications. □

Remarks 3.2. (1) We claim that the elements $f$ of $\mathcal{U}^\mu(\mathcal{E}(M))$, in addition to the universal approximation, cannot simultaneously satisfy the following

$$\sum_{j=0}^{\lambda_p} \frac{D^\gamma f(0)}{\gamma!} x^\gamma \rightarrow f, \text{ as } p \rightarrow +\infty, \text{ in } \mathcal{E}(M)(\mathbb{R}^l).$$

Indeed we show that condition (2) in Theorem 3 of \[1\] is not satisfied. Let us recall this condition in our situation: for every $k \geq 1$, every $f \in X_k$ (that is, the space $C(K_k)$ endowed with the norm $\sup_{x \in K_k} |\cdot|$), where the sequence $(K_k)$ is defined in \[2.7\] and every $\varepsilon > 0$, there exist $n \in \mathbb{N}$ and $a_0, \ldots, a_n \in \mathbb{R}$ so that

$$\sup_{x \in K_k} |\sum_{j=0}^{n} a_j x^\gamma - f(x)| < \varepsilon \text{ and } d_E(\sum_{j=0}^{n} a_j x^\gamma, 0) < \varepsilon,$$

where $d_E$ is the distance in the Fréchet space $\mathcal{E}(M)(\mathbb{R}^l)$. In our case, this condition means that the polynomial $\sum_{j=0}^{n} a_j x^\gamma$ realizes two different approximations on the same compact set. This is a contradiction.

(2) As in \[2.12\] we can obtain other universal elements by replacing the assumption $h(0) = 0$ by $h(0) = c \in \mathbb{R}$ or by omitting the initial condition on $h$ if we just consider the uniform convergence on each compact subset $K \subset \mathbb{R}^l$ with $0 \notin K$.

Let us introduce another class of $C^\infty$ functions.

Definition 3.3. Let $M$ be an increasing sequence of real numbers with $M_0 = 1$. An infinitely differentiable function $f$ on $\mathbb{R}^l$ is called an ultradifferentiable function of class $M$ of Roumieu-Carleman type if on each compact set $K$ in $\mathbb{R}^l$ its derivatives satisfy the estimate

$$||f||_{C,K}^{(M)} = \sup_{J \in \mathbb{N}^l} |D^J f(x)|_{K,M,J}^{(M)} < +\infty,$$

where (7) holds for some $C > 0$. We denote by $\mathcal{E}(M)(\mathbb{R}^l)$ the set of ultradifferentiable functions $f$ of Roumieu-Carleman type of class $M$.

The space $\mathcal{E}(M)(\mathbb{R}^l)$ has a rather complicated locally convex structure. In particular it is non-metrizable and it is not a Baire space. However, the set of polynomials remains dense in $\mathcal{E}(M)(\mathbb{R}^l)$ (\[3\], Lemma 7.1 and Theorem 7.3). Observe that one has that

$$\mathcal{E}(M)(\mathbb{R}^l) \subset \mathcal{E}(M)(\mathbb{R}^l) \subset C^\infty(\mathbb{R}^l),$$

with dense continuous inclusions; note that each space contains the polynomials densely. Then Theorem \[3.3.3\] immediately implies that in $\mathcal{E}(M)(\mathbb{R}^l)$ or $C^\infty(\mathbb{R}^l)$ one has dense sets and dense vector spaces of universal elements. The fact that the
sets of universal elements are also $G_δ$ is just due to the continuity of the derivative mappings. Indeed, let us define the sets

$$O_μ(k, m, s, p) = \left\{ f \in E^0(\mathbb{R}^l); \sup_{x \in K_k} \left| \frac{\mu_p}{\gamma!} \sum_{j=0}^{\mu_p} D^\gamma f(0) x_1^{\gamma_1} \right| < \frac{1}{8} \right\},$$

where $k, m, s = 1, 2, \ldots, p = 0, 1, 2, \ldots, \left\{ f_m \right\}$ is an enumeration of the polynomials of $n$ variables with rational coefficients without constant term and $E^0(\mathbb{R}^l)$ is the set of functions $f \in E(\mathbb{R}^l)$ with $f(0) = 0$. Using the Weierstrass approximation theorem, it is easy to check that

$$\bigcap_{m=1}^{\infty} \bigcap_{s=1}^{\infty} \bigcap_{k=1}^{\infty} \bigcup_{p=0}^{\infty} O_μ(k, m, s, p) = U^μ(E(\mathbb{R}^l))$$

(see also [1], and [8], for proofs in the same spirit). Therefore the continuity of the linear map $E(\mathbb{R}^l) \to C(K_k)$ given by $f \mapsto \sum_{j=0}^{\mu_p} \frac{D^\gamma f(0)}{\gamma!} x_1^{\gamma_1}$ ensures that the set $O_μ(k, m, s, p)$ is open in $E(\mathbb{R}^l)$ for every $k, m, s$. The same proof works in $C^∞(\mathbb{R}^l)$.

Finally, let us return to the abstract theory. Clearly the elements $f$ of $U^μ(C^∞(\mathbb{R}^l))$ (resp. $U^μ(E(\mathbb{R}^l))$) cannot, in addition to the universal approximation, simultaneously satisfy the approximation $\sum_{j=0}^{\lambda_p} \frac{D^\gamma f(0)}{\gamma!} x_1^{\gamma_1} \to f$, as $p \to +\infty$, in $C^∞(\mathbb{R}^l)$ (resp. $E(\mathbb{R}^l)$). There are other situations where $U_A \neq U \cap A$ (see [1], Example 6). Moreover the situation $U \cap A \neq \emptyset$ is characterized by Theorem 30 of [11] when $A \subset \mathbb{R}^m$. We can extend this result from the case of a space $A$ of sequences to a more general complete metrizable topological vector space. Then the existence of universal elements in $C^∞(\mathbb{R}^l)$ or $E(\mathbb{R}^l)$ becomes equivalent to the following polynomial approximation.

**Lemma 3.4.** For any $K \subset \mathbb{R}^l$ compact set, any continuous function $h : \mathbb{R}^l \to \mathbb{R}$ with $h(0) = 0$, any function $w : \mathbb{R}^l \to \mathbb{R}$ of class $C^∞(\mathbb{R}^l)$ (resp. $E(\mathbb{R}^l)$) with $w(0) = 0$ and for any $\varepsilon > 0$, there exist $m, n \in \mathbb{N}$, $m \geq n$, and $a_1, \ldots, a_m$ in $\mathbb{R}$ such that

$$\sup_{x \in K} \left| \sum_{j=1}^{n} a_j x_1^{\gamma_j} - h(x) \right| < \varepsilon$$

and $d_ε(\sum_{j=1}^{m} a_j x_1^{\gamma_j}, w) < \varepsilon$,

where $d_ε$ is the distance in the Fréchet space $C^∞(\mathbb{R}^l)$ (resp. $E(\mathbb{R}^l)$).

The authors arrived at the statement of Lemma 3.4 using the abstract theory of universal series, extended to our situations, in combination with the existence of universal functions in $C^∞(\mathbb{R}^l)$ and $E(\mathbb{R}^l)$. It is natural to look for direct proofs also. In a personal communication, Kolountzakis has proved this result in the $C^∞$ case without using the Borel theorem. Moreover the referee has given a direct proof of this lemma combining Lemma 2.10 with Borel’s theorem. Finally observe that the statement of Lemma 3.4 is in the same spirit as the statement of a classical lemma of du Bois Reymond [2] ensuring the existence of a trigonometric polynomial $P = \sum_{j=-m}^{m} a_j e^{j\theta}$ and an integer $n \leq m$ such that $\|P\| < \varepsilon$ and $\|\sum_{j=-n}^{n} a_j \| > x$, for $0 < \varepsilon < x$. A famous result of Kolmogorov (see for instance [8] or [18] section 8.4) for a proof), which asserts that there exists a function $f \in L^1(\mathbb{T})$ such that, for each $t \in \mathbb{T}$, the sequence $\left( \sum_{|n| \leq N} f(n)e^{int} \right)$ is unboundedly divergent, is also in
the same spirit. Further the analogue of Lemma \[3.4\] for complex polynomials in \(\mathbb{C}\) fails even if \(w = 0\) and \(K = \{1\}\). If we have \(\sup_{|z| \leq 2} \left| \sum_{j=0}^{m} a_j z^j \right| \leq 1\), \(m \in \mathbb{N}\), then by the Cauchy estimates \(\left| a_j \right| \leq \frac{1}{j!}\), which implies \(\left| \sum_{j=0}^{n} a_j \right| \leq 2\). Thus \(\sum_{j=0}^{n} a_j\) cannot be close to \(3\) for any \(n \in \mathbb{N}\), \(n \leq m\).

4. Further extensions of Fekete’s theorem

In Theorem \[2.1\] we can easily replace the assumption \(h(0) = 0\) by \(h(0) = c \in \mathbb{R}\). We find series that are universal for all continuous functions taking a fixed value \(c\) at 0. Moreover one can generalize Theorem \[2.1\] by allowing arbitrary centers of expansion \(a\). The set of such formal power series is also of the type \(U_{\mathcal{A}_i}\); therefore the result of Tsirivas on simultaneous universal approximation can be applied \[16\]. We deduce the following result.

**Proposition 4.1.** Let \(l \geq 1\) be a fixed natural number and let \(\gamma^j, j \geq 0\), be an arbitrary enumeration of the set of multi-indices \(\gamma \in \mathbb{N}^l\), with \(\gamma^0 = (0, \ldots, 0)\). Let \(\mu\) be an infinite subset of \(\mathbb{N}\) and let \(M = (M_n)_{n \geq 0}\) be an increasing sequence of real numbers with \(M_0 = 1\) satisfying conditions \(H_k\) \((k = 1, 2, 3)\). Let \(I\) be a finite or infinite denumerable set. We consider a family \(a^1 \in \mathbb{R}^l\) and \(c^i \in \mathbb{R}\), \(i \in I\). Then there exist formal power series \(\sum_{j \in \mathbb{N}} a^{j}_i (x-a^j)^{\gamma^j} \in \mathcal{F}(M)\) with \(a^{0}_i = c^i\) having the following property: for every family of continuous functions \(h^j : \mathbb{R}^l \to \mathbb{R}\) with \(h^j(a^j) = 0\) there exists a subsequence \((\lambda_n)\) of \(\mu\) such that \(\sum_{j=0}^{\infty} a^{j}_i (x-a^j)^{\gamma^j} \to c^i + h^i(x)\) uniformly on each compact subset of \(\mathbb{R}^l\) as \(n \to +\infty\), for all \(i \in I\).

We emphasize that the sequence \((\lambda_n)_{n=0}^{\infty}\) is the same for all \(i \in I\). The above result is generic and algebraically generic in naturally defined spaces (see \[16\]). We also note that the enumeration \(\gamma^j, j = 0, 1, \ldots\), of the multi-indices may depend on \(i \in I\). The same is valid for the statements that follow, but we will not insist on this point.

Now we consider a domain \(\Omega \subset \mathbb{R}^l\) and a family \(a^i \in \Omega\), \(c^i \in \mathbb{R}\), \(i \in I\), where the points \(a^i \in \Omega\), \(i \in I\) are distinct and the set \(\{a^i : i \in I\}\) has no accumulation points in \(\Omega\). Obviously the set \(I\) is finite or infinite denumerable. The class \(C^\infty(\Omega)\) and its topology do not need any explanation. The class \(\mathcal{E}(M)(\Omega)\) and its topology is analogous to \(\mathcal{E}(M)(\mathbb{R}^l)\) and its topology with the modification that the compact sets \(K\) should satisfy \(K \subset \Omega\). We will construct a function \(f \in \mathcal{E}(M)(\Omega)\) with \(f(a^i) = c^i\) such that the Taylor developments of \(f\) around \(a^i\) satisfy Proposition \[4.1\].

Since \(a^i \in I\), does not have accumulation points in \(\Omega\) we can find pairwise disjoint closed balls \(\overline{B}(a^i, r^i) \subset \Omega\), \(i \in I\), \(r^i > 0\) (for instance take \(0 < r^i < d^i\) with \(d^i = \min(\text{dist}(a^j, \Omega^c), \frac{1}{7}, \frac{1}{2} \min_{j \in I^c} \left| a^j - a^i \right|)\), where we assume \(I \subset \{1, 2, \ldots\}\). Then we can find \(\varphi^i \in \mathcal{E}(M)(\mathbb{R}^l)\) such that \(\varphi^i \equiv 1\) on \(\overline{B}(a^i, \frac{r^i}{2})\) and supp \(\varphi^i \subset B(a^i, r^i)\) \[9\]. Using Borel’s theorem \[13\] we can find \(f^i \in \mathcal{E}(M)(\Omega)\) such that \(\frac{D^{\gamma^j} f^{i}}{\gamma^j!} = a^i_j\), \(j \in \mathbb{N}\), \(i \in I\). We set \(f = \sum_{i \in I} \varphi^i f^i\). Since \(\mathcal{E}(M)(\Omega)\) is an algebra it follows that \(\varphi^i f^i \in \mathcal{E}(M)(\Omega)\). Since every compact set \(K \subset \Omega\) meets only a finite number of the balls \(\overline{B}(a^i, r^i)\), \(i \in I\), it follows easily that \(f \in \mathcal{E}(M)(\Omega)\). Thus we have proven the following.

**Theorem 4.2.** Let \(\Omega \subset \mathbb{R}^l\) be a domain and let \(a^i \in \Omega\), \(i \in I\), be distinct such that the set \(\{a^i : i \in I\}\) has no accumulation points in \(\Omega\). Let \(\gamma^j, j \geq 0\), be an
arbitrary enumeration of the set of multi-indices $\gamma \in \mathbb{N}^l$, with $\gamma^0 = (0, \ldots, 0)$. Let $\mu$ be an infinite subset of $\mathbb{N}$ and let $M = (M_n)_{n \geq 0}$ be an increasing sequence of real numbers with $M_0 = 1$ satisfying conditions $(H_k)$ $(k = 1, 2, 3)$. Let $c^i \in \mathbb{R}$, $i \in I$, be given. Then there exists $f \in \mathcal{E}_M(\Omega)$ with $f(a^i) = c^i$, $i \in I$, such that, for every selection $h^i : \mathbb{R}^l \to \mathbb{R}$ of continuous functions with $h^i(a^i) = 0$, $i \in I$, there exists a subsequence $(\lambda_n)$ of $\mu$ such that $\sum \lambda_n \frac{D^{\gamma}(a^i)(x - a^i)^\gamma}{\gamma!} \to f(a) + h(x)$ uniformly on compact subsets of $\mathbb{R}^l$ as $n \to +\infty$, for all $i \in I$.

Using [1] part C, we conclude that the set of $f \in \mathcal{E}_M(\Omega)$ satisfying Theorem 1.2 is dense and $G_\delta$ in $\mathcal{E}_M(\Omega)$ and contains a dense vector subspace except 0. The same holds in the space $C^\infty(\Omega)$. Finally what about the analogue of the Roumieu-Carleman space on $\Omega$? Let us consider the class $\mathcal{E}^\prime_M(\Omega)$ of infinitely differentiable function $f$ on $\Omega$ of Roumieu-Carleman type. Since one has the dense continuous inclusions $\mathcal{E}_M(\Omega) \subset \mathcal{E}^\prime_M(\Omega) \subset C^\infty(\Omega)$, the set of $f$’s in the Roumieu-Carleman space satisfying Theorem 1.2 is dense. The fact that this set of universal elements is also $G_\delta$ is just due to the continuity of the derivative mappings. We also obtain algebraic genericity.

**Question.** Let $f \in C^\infty(\mathbb{R})$ and $a \in \mathbb{R}$. We say that the point $a$ has Fekete’s property for $f$ if for every continuous function $h : \mathbb{R} \to \mathbb{R}$ with $h(a) = 0$ there exists a sequence $(\lambda_n)_{n=0}^{+\infty}$ in $\mathbb{N}$, so that $\sum \lambda_n \frac{f^{(j)}(a)(x-a)^j}{j!} \to f(a) + h(x)$ uniformly on each compact subset of $\mathbb{R}$ as $n \to +\infty$.

The question that arises naturally is the following: Does there exist $f \in C^\infty(\mathbb{R})$ (or $\mathcal{E}_M(\mathbb{R})$) such that every $a \in \mathbb{R}$ has Fekete’s property for $f$? Similar questions can be asked in $\mathbb{R}^l$ instead of $\mathbb{R}$.
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