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Abstract. In this paper we shall establish the counterpart of Szmidt, Urbanowicz and Zagier's formula in the sense of the Hecke correspondence. The motivation is the derivation of the values of the Riemann zeta-function at positive even integral arguments from the partial fraction expansion for the hyperbolic cotangent function (or the cotangent function). Since the last is equivalent to the functional equation, we may view their elegant formula as one for the Lambert series, and comparing the Laurent coefficients, we may give a functional equational approach to the short-interval character sums with polynomial weight.

In view of the importance of these short-interval character sums, we assemble some handy formulations for them that are derived from Szmidt, Urbanowicz and Zagier’s formula and Yamamoto’s method, which also gives the conjugate sums. We shall also state the formula for the values of the Dirichlet L-function with imprimitive characters.

1. Introduction

Our aim in this paper is twofold.

First we shall give the counterpart (our Theorem 3 in §4) of Szmidt, Urbanowicz and Zagier’s important formula for the polynomial weight short-interval character sum (§3, (6)) stated as Formula (2.11) in §2 of the present paper, in the sense of the Hecke correspondence. The Hecke (or Riemann, Hecke and Bochner) correspondence is the correspondence of the transformation formula for the modular form (Lambert series) and the functional equation for the zeta (or L)-function. This correspondence can be described as one for the Mellin and the inverse Mellin transform (cf. e.g. [8], [23], [26], etc.). For some more information on this, we refer to §4. Since we may deduce (2.10) and thence (2.11) from the functional equation, we may claim that the short-interval character sums can be treated by the functional
equation. We have come upon this standpoint by viewing Szmidt, Urbanowicz and Zagier’s formula as a form of a Lambert series.

At the time when we wrote the first version of the present paper, we thought we would need the functional equation for the Hurwitz-Lerch $L$-function introduced by Morita [31] (for this, cf. the proof of Theorem [3]), but it has turned out that we need that of the Dirichlet $L$-function and the complete character sum (for applications to short-interval sums). Thus we are led to give formulas for the special values of the relevant $\ell$-function (cf. (2.5)) at positive integer arguments, which is essential in the case of imprimitive characters, whence those for the Dirichlet $L$-functions with imprimitive characters. This part is also based on Riemann, Hecke and Bochner’s correspondence.

Secondly, we will state some concrete formulas for the short-interval character sums with imprimitive characters for convenience of reference. This is because, to treat such sums, most of the authors refer to [17] or [18] but not [35], [38] or more recently [34], cf. [61] for examples of such redundancies. Most of the literature contains formulas for primitive characters but one sometimes needs formulas for imprimitive characters as in the case of the analytic-number-theoretic application of discrete mean squares (cf. e.g. [22]) in which one needs a formula valid for all characters in order to use the orthogonality. In [38] and [34] the authors’ intension was to apply the results to the quadratic fields and therefore all the characters they need are primitive Kronecker characters. Since Szmidt, Urbanowicz and Zagier’s formula is valid for all characters, we are led to trying to generalize Yamamoto’s method to this case. We note that Yamamoto’s method allows us to treat short-interval character sums with Clausen function weight (log.sin integrals, cf. [30]) as well, which enables us to obtain class number relations for real quadratic fields such as those in [13], [29], [38]. Thus it is rather important and intriguing to generalize the method of Yamamoto to the case of imprimitive characters, which we expect to accomplish duly elsewhere.

2. Szmidt, Urbanowicz and Zagier’s formula

In this section we present Szmidt, Urbanowicz and Zagier’s elegant formula [35] (Formula (2.10) below) and show that it is in spirit exactly the same as the classical method for obtaining the values of the Riemann zeta-function at even positive integral arguments. Indeed, it leads to the most well-known formula of Euler.

Euler’s formula,

\[ B_{2m} \frac{1}{(2m)!} = (-1)^{m-1} \frac{2 \zeta(2m)}{(2\pi)^{2m}}, \quad m \geq 1, \]

follows from the partial fraction expansion for the hyperbolic cotangent function

\[ \frac{1}{2} \coth \pi x = \frac{1}{e^{2\pi x} - 1} + \frac{1}{2} = \frac{1}{2\pi x} + \sum_{n=1}^{\infty} \frac{1}{n^2 + x^2}, \quad \text{Re} x \geq 0. \tag{2.1} \]

The proof can be found in [10, pp. 39-43], [35, p. 91], [24, Exercise 5.4], but we indicate it here. Rewriting (2.1) in the form

\[ \frac{z}{e^z - 1} = 1 - \frac{1}{2} z + 2z^2 \sum_{n=1}^{\infty} \frac{1}{z^2 + (2\pi n)^2} \tag{2.2} \]
and expanding the infinite series into the Taylor series, we deduce (cf. \[35, (6)\]) that
\[
\frac{z}{e^z - 1} = 1 - \frac{1}{2} z + \sum_{m=1}^{\infty} \frac{2 (-1)^{m-1}}{(2\pi)^{2m}} \zeta(2m) z^{2m}, \quad |z| < 2\pi,
\]
i.e. the zeta-value coefficients. On the other hand, by definition, the left-hand side has the well-known expansion (which is a generating function of the Bernoulli numbers)
\[
(2.3) \quad \frac{z}{e^z - 1} = 1 - \frac{1}{2} z + \sum_{m=1}^{\infty} \frac{B_{2m}}{(2m)!} z^{2m}, \quad |z| < 2\pi.
\]
Comparing the coefficients, we deduce Euler's formula.

Here we note that the partial fraction expansion for the hyperbolic cotangent function is equivalent to the functional equation for the Riemann zeta-function, whose asymmetric form reads
\[
\zeta(1 - s) = 2^{1-s} \pi^{-s} \Gamma(s) \cos\left(\frac{\pi s}{2}\right) \zeta(s),
\]
which is a consequence of the functional equation for the Dirichlet L-function for the trivial primitive Dirichlet character taking the value 1 for all integers.

Now Joris \[19\] (cf. also \[32\], \[5\]) states the functional equation
\[
(2.4) \quad L(1 - s, \chi) = M^{s-1} (2\pi)^{-s} \Gamma(s) \left\{ e^{-\frac{\pi s}{2}} + \chi(-1) e^{\frac{\pi s}{2}} \right\} \ell(s, \chi),
\]
where
\[
(2.5) \quad \ell(s, \chi) = \sum_{a \mod M} \chi(a) \ell_s \left(\frac{a}{M}\right)
\]
and where \(\ell_s(x)\) indicates the polylogarithm function defined by
\[
\ell_s(x) = \sum_{n=1}^{\infty} \frac{\xi^{2\pi i n x}}{n^s}, \quad \sigma > 1, a \in \mathbb{R} \text{ (or } s = 1, 0 < x < 1).\]

In view of \[19, 32\] pp. 211-215 and \[27\], we see that the essential ingredient is this \(\ell\)-function in the study of L-functions with imprimitive characters. For further use of this \(\ell\)-function, see the last half of §4.

Throughout the paper whenever we refer to a character, we mean a Dirichlet character that is not necessarily primitive.

We assemble here some data on the generalized Bernoulli numbers and polynomials introduced by Szmidt, Urbanowicz and Zagier. First, let \(B_{n,\chi}\) (and \(B_{n,\chi}(x)\)) denote the well-known ordinary generalized Bernoulli numbers (and polynomials) whose properties are contained in them. All these may conveniently be introduced by the generating function similar to (2.3) (cf. also \[17, 28\], etc.):
\[
(2.6) \quad B_{n,\chi}^{[r]} = \prod_{p \mid r, p \text{ prime}} \left(1 - \chi(p)p^{n-1}\right) \cdot B_{n,\chi} \quad (0 \neq r \in \mathbb{Z});
\]
i.e. \(B_{n,\chi}^{[r]} = B_{n,\chi'}\) for the character \(\chi'\) modulo \(M\) \(|r|\) induced by \(\chi\) (whence \(B_{n,\chi}^{[1]} = B_{n,\chi}\)). Conversely, the special case, where \(\chi\) is induced by the primitive character \(\psi\) modulo \(f\) is the most essential: \(B_{n,\psi}^{[M/f]} = B_{n,\chi}\). Second,
\[
(2.7) \quad B_{n,\chi}^{[r]}(x) = \sum_{k=0}^{n} \binom{n}{k} B_{k,\chi}^{[r]} x^{n-k},
\]
so that $B_{n,\chi}^r = B_{0,\chi}^r(0)$. The properties $B_{n,\chi}^r(-x) = (-1)^n \chi(-1)B_{n,\chi}^r(x)$ unless $M = n = r = 1$ imply that $B_{n,\chi} = 0$ if $n > 1$, $\chi(-1) = (-1)^{n-1}$ and that $B_{0,\chi} = 0$ for non-principal $\chi$. If $\chi$ is the principal character, then $B_{0,\chi} = \frac{\varphi(M)}{r}$.

The following formula gives the value of the $L$-function at negative integers:

\[ L(1-n, \chi) = -\frac{B_{n,\chi}}{n} \quad (n \geq 1), \]

which in turn leads to the evaluation at positive integer arguments of the $L$-function in Theorem 4 below.

For a Dirichlet character $\chi$ modulo $M$, let $L_\chi(t)$ define the Lambert series associated to $\chi$:

\[ L_\chi(t) = \sum_{n=1}^{\infty} \chi(n)e^{-nt}, \quad \text{Re} \ t > 0, \]

which corresponds to the hyperbolic cotangent function above. For references on Lambert series with or without characters, we refer to §4.

Let $N$ be a multiple of $M$, say $N = uM$, and let $r$ be a positive integer prime to $N$. The essential case is $u < r$, which we so assume. Then Szmidt, Urbanowicz and Zagier [35, p. 275] deduced the elegant formula

\[ \sum_{0 < n < \frac{N}{r}} \chi(n)e^{-rnt} = L_\chi(rt) - \frac{\chi(r)}{\varphi(r)} e^{-Nt} \sum_{\psi \mod r} \psi(-N)L_{\chi\psi}(t), \]

with $\varphi$ being the Euler $\varphi$-function. This corresponds to the transformation formula for the Lambert series (2.2).

With the above $M, N, r, u$ we define the short-interval character sum with polynomial weight

\[ S_{k,r,N}^N(\chi) = S_{r,uM}^k(\chi) = \frac{1}{Mk} \sum_{1 \leq a \leq \frac{N}{r}} \chi(a)a^k. \]

In the notation of Yamamoto [38, p. 280], this is $S_{k} = S_{N,M}^{k}$. Comparing the coefficients of both sides of (2.10) and using the Laurent expansion ([35 (5)]) of (2.10), Szmidt, Urbanowicz and Zagier [35 (6), p. 276] deduced that

\[ (k + 1)(rM)^k S_{k,r,N}^N(\chi) = -B_{k+1,\chi}r^k + \frac{\chi(r)}{\varphi(r)} \sum_{\psi} \psi(-N)B_{k+1,\chi\psi}(N). \]

Thus we are naturally led to the consideration of the relation for the $L$-function, corresponding to (2.11) in view of the presence of the functional equation (2.4) (to be given in §4). We note that the Laurent expansion [35 (5)] is a limiting relation of the Lambert series as the variable tends to the real axis through the upper half-plane.

For convenience of reference, we state two similar formulations of Szmidt, Urbanowicz and Zagier’s formula (2.11) which are equivalent under the following relation.
Assume that \( \chi \) modulo \( M \) is induced by the primitive character \( \psi \) to the conductor \( f > 1 \). Then we have

\[
B_{n, \chi} = \begin{cases} 
0 & \text{if } \chi(-1) = (-1)^{n-1}, \\
(\zeta^{-n-1}Mf^n) \prod_{p|M} (1 - \psi(p)p^{n-1}) L(n, \psi) & \text{if } \chi(-1) = (-1)^{n},
\end{cases}
\]

where \( \tau(\chi) = \sum_{a=1}^{M} \chi(a)e^{2\pi ai/M} \) is the normalized Gauss sum (cf. Lemma 1 below).

(i) Assume that \( u < r \) are positive integers and \( \chi \) is a Dirichlet character modulo \( M \) such that \( (uM, r) = 1 \). Then

\[
S_{k, r, uM}(\chi) = -\frac{1}{M^k} \frac{B_{k+1, \chi}}{k+1} + \frac{\bar{\chi}(r)}{(rM)^{k+1}} \sum_{\psi} \bar{\psi}(-uM) \sum_{a=1}^{k+1} \frac{1}{k+1} \binom{k+1}{a} (uM)^{k+1-a} B_{a, \chi \psi},
\]

where the sum is over all Dirichlet characters \( \psi \) modulo \( r \) and each \( \chi \psi \) is induced from \( (\chi \psi) \) modulo \( f \).

(ii) Assume in addition that \( \chi \) is induced by the primitive character \( \chi_1 \) to the conductor \( f \). Then we have

\[
S_{k, r, uM}(\chi) = -\frac{(-1)^{k+1} + \chi(-1)}{2(k+1)M^k} \frac{\bar{\chi}(r)}{(2\pi i)^{k+1}\tau(\chi_1)} \prod_{p|M} (1 - \chi_1(p)p^k) L(k+1, \chi_1)
\]

\[
+ \frac{\bar{\chi}(r)}{(MN)^{k+1}\varphi(N)} \sum_{\psi} (-uM) \sum_{a=1}^{k+1} \frac{1}{k+1} \binom{k+1}{a} (uM)^{k+1-a} \sum_{\psi} (-uM) \prod_{p|M} (1 - (\chi \psi)_1(p)p^{a-1}) L(a, (\chi \psi)_1)
\]

where the sum is over all Dirichlet characters \( \psi \) modulo \( r \) and each \( \chi \psi \) is induced from \( (\chi \psi)_1 \) modulo \( f \).

3. Yamamoto’s Method

It seems that Yamamoto’s pretty results [38] are less well-known. In this section we present them with details.

One writes

\[
S_{r, uM}^k(\chi) = \sum_{a=1}^M \chi(a) f \left( \frac{a}{M} \right),
\]

where

\[
f(x) = \begin{cases} 
x^k & (0 < x \leq \frac{M}{r}), \\
0 & (\frac{M}{r} < x \leq 1),
\end{cases}
\]

and uses the Fourier series for \( f \). His results are limited to the case of primitive characters, but could hopefully be generalized by using the following general evaluation of the Gauss sum \( G_n(\chi) \) in [19] (cf. also Hasse [15], pp. 444-450). For primitivity of \( \chi \) and the separability of the Gauss sum, cf. [1], [2], [3], [6]. We now state an equivalent form of Yamamoto’s results in terms of Joris’s evaluation of the
Gauss sum. We write the primitive character inducing \( \chi \) to the modulus \( M \) by \( \psi \) with modulus \( f \) and introduce the notation

\[
\tilde{q} = \prod_{p \mid M, p \not\mid f} p, \quad R = \frac{M}{\tilde{f} \tilde{q}}.
\]

**Lemma 1** ([19, p. 14]).

\[
G_n(\chi) = \begin{cases} 
0 & \text{if } R \nmid n, \\
\mu(\tilde{q}) \varphi(\tilde{q}) \tau(\psi) R g(n) & \text{if } R \mid n,
\end{cases}
\]

where

\[
g(n) = \mu((n, \tilde{q})) \varphi((n, \tilde{q})) \tilde{\psi}(n).
\]

**Theorem 1.** The notation being the same as above, we have

\[
S_{k,r,u}^{M}(\chi) = R \mu(\tilde{q}) \psi(\tilde{q})
\times \sum_{m=1}^{k+1} m! (\frac{u}{r})^{m-k} \tau(\psi) \sum_{n=1}^{\infty} \frac{\mu((n/R, \tilde{q})) \varphi((n/R, \tilde{q})) \tilde{\psi}(n/R) b_{m}(n)}{n^m},
\]

where \( b_{m}(n) \) are defined by

\[
\begin{align*}
 b_m(n) &= (-1)^{m+1} \chi(-1) \eta^{nu} - \eta^{-nu} (1 \leq m \leq k), \\
 b_{k+1}(n) &= (-1)^{k+1} \chi(-1)(1 - \eta^{nu}) + 1 - \eta^{-nu}, \quad \eta = e^{\frac{2\pi i}{r}}.
\end{align*}
\]

Indeed, Theorem 1 is in its intermediate stage, [38, (5.3)], and the final form is [38, Theorem 5.1], which expresses \( S_{k,r,u}^{M}(\chi) \) in terms of the \( L(m, (\chi \psi))'s \). It is easy to prove that [23, 12] and [23, 13] and [38, Theorem 5.1] are equivalent, provided that the coefficients \( b_{r, \psi} \) ([38, p. 281]) are given explicitly. It has turned out that it is far simpler to work out the series of the form \( \sum_{n=1}^{\infty} \frac{b_{m}(n)}{n^m} \) as has been done in [38] and [37]. Thus we leave Theorem 1 at that and expect on another occasion to work out the explicit coefficients and prove the equivalence of these theorems.

Yamamoto also defined the conjugate character sum \( T_{r,u}^{k}(\chi) \):

\[
T_{r,N}^{k}(\chi) = T_{r,u}^{k}(\chi) = \sum_{a=0}^{M-1} \chi(a) \tilde{f} \left( \frac{a}{M} \right),
\]

for a character \( \chi \) modulo \( M > 1 \), where \( \tilde{f} \) is the conjugate function of \( f \) defined by (cf. [38, p. 285])

\[
\tilde{f}(x) = PV \int_{0}^{1} f(x-y) \cot \pi y \, dy,
\]

which has the Fourier series

\[
\tilde{f}(x) \sim -i \sum_{n=-\infty}^{\infty} \text{sgn}(n) \tilde{f}_n e^{2\pi i n x}
\]

converging to \( \tilde{f}(x) \) for every \( x \neq 0, \frac{r}{2} \).

Yamamoto’s method gives a general evaluation for \( T_{r,u}^{k}(\chi) \). For comparison with Theorem 1 we state the theorem using the evaluation of the general Gauss sum by Hasse [15]. We write for \( n \in \mathbb{N}, n_0 = \frac{n}{(M,n)}\), \( M_0 = \frac{M}{(M,n)} \).
Lemma 2.

\( G_n(\chi) = \begin{cases} 
0 & \text{if } f \nmid M_0, \\
\varphi(M_0) \mu \left( \frac{M_0}{f} \right) \psi \left( \frac{M_0}{f} \right) \overline{\psi(n_0) \tau(\psi)} & \text{if } f \mid M_0. 
\end{cases} \) (3.3)

Theorem 2. Let \( \chi, f, \psi, M, M_0, n_0, \mu, \varphi \) be the same as above and assume \( M \nmid N \).

Then

\[ T_{r,N}^k(\chi) = -i \sum_{m=1}^{k+1} \left( \frac{n}{N} \right)^{k-m+1} k! \varphi(M_0) \tau(\psi) \sum_{n=1,f \mid M_0} \mu \left( \frac{M_0}{f} \right) \psi \left( \frac{M_0}{f} \right) \frac{\overline{\psi(n_0)} \tilde{b}_m(n)}{n^m} \]

where \( \tilde{b}_m(n) \) are given by (3.2).

Proof. We note that the sum \( T_{r,N}^k(\chi) \) is taken over \((a,M) = 1\), and we have the Fourier expansion:

\[ T_{r,N}^k(\chi) = -i \sum_{a=0}^{M-1} \chi(a) \sum_{n=-\infty}^{\infty} \text{sgn}(n) \hat{f}_n e^{2\pi i n a} \]

\[ = -i \sum_{n=1}^{\infty} \left( \hat{f}_n - \chi(-1) \hat{f}_{-n} \right) G_n(\chi) \]

\[ = -i \sum_{m=1}^{k+1} \left( \frac{n}{N} \right)^{k-m+1} k! \sum_{n=1, f \mid M_0} \frac{G_n(\chi) \tilde{b}_m(n)}{n^m}, \]

where \( \tilde{b}_m(n) \) is defined in a similar way to (3.2), and substituting (3.3) we conclude (3.4), completing the proof. \( \square \)

4. THE MAIN RESULTS OF THE PAPER

In this section we prove Theorem 3 below, our main result, forming Riemann, Hecke and Bochner’s correspondence (cf. Knopp [26] with Szmidt, Urbanowicz and Zagier’s formula (2.10), by applying the Mellin transform technique. This aspect is already stated in [35, p. 275, l. 8] to deduce their formula (5), in the spirit of Riemann, splitting up the range of the integral. Riemann already used this technique in his most celebrated paper on the distribution of primes, which was taken up by Hecke to establish the Hecke correspondence between modular forms and zeta-functions (in the case of a single gamma factor). Weil also made some contributions to this area (Vol. 3 of his Collected Papers, in which he refers to Bochner’s work), and eventually Bochner [9] treated the case of multiple gamma factors, creating the notion of modular relations. Cf. §5 for relevant references and some comments.

This depends on the (Hecke) gamma transform

\[ \Gamma(s)n^{-s} = \int_0^\infty e^{-nt}s \frac{dt}{t}, \]

which is valid for \( \sigma > 0 \). Using (4.1), we have for \( \sigma > 1 \),

\[ \Gamma(s)L(s, \chi) = \int_0^\infty L(\chi(s)t) \frac{dt}{t}. \]
Theorem 3. Let \( \chi \) be a Dirichlet character mod \( M \), not necessarily primitive. Let \( N \) be a multiple of \( M \) and let \( r > \frac{N}{M} \) be a positive integer prime to \( N \). Then we have the modular relation
\[
\sum_{0 < n < \infty} \frac{\chi(n)}{r^n} = L(s, \chi) - \frac{\chi(r)}{\varphi(r)} \sum_\psi \psi(-N) (L(s, \chi\psi) - M_s(\chi\psi))
\]
valid for all values of \( s \), where \( M_s(\chi) = \sum_{n=1}^{N-1} \frac{\chi(n)}{n^s} \) is the weighted complete character sum.

Proof. Taking the Mellin transform of both sides of (2.10) and using (4.2), we obtain for \( \sigma > 1 \),
\[
\frac{\Gamma(s)}{(r^n)^s} = \frac{\chi(n)}{n^s} = \frac{\chi(r)}{\varphi(r)} \sum_\psi \psi(-N) \Phi(\chi\psi, N, s),
\]
where
\[
\Phi(\chi, a, s) = \sum_{n=0}^{\infty} \frac{\chi(n)}{(n + a)^s}
\]
is the Hurwitz-Lerch \( L \)-function (cf. e.g. [31]), which is analytically continued over the whole plane. Hence the formula
\[
\sum_{0 < n < \infty} \frac{\chi(n)}{r^n} = r^{-s}L(s, \chi) - \frac{\chi(r)}{\varphi(r)} \sum_\psi \psi(-N) \Phi(\chi\psi, N, s)
\]
is valid for all \( s \).

Or more simply, using the expression
\[
\Phi(\chi\psi, N, s) = L(s, \chi\psi) - M_s(\chi\psi)
\]
and appealing to the analyticity of the Dirichlet \( L \)-function furnished by the functional equation (2.4), we deduce (4.3) for all \( s \in \mathbb{C} \). \( \square \)

In view of [6, Example 2] with slight modifications (or [35, p. 276]), \( M_s(\chi) \) may be considered as known for \( s = m \in \mathbb{N} \):
\[
M_m(\chi) = \frac{1}{m} (B_{m+1,\chi}(M) - B_{m+1,\chi}) = \frac{1}{m+1} \sum_{k=1}^{m} \binom{m}{k} B_{m+1-k,\chi} M^k.
\]

In view of (4.4), Theorem 3 entails the values at non-positive integers, on which we dwell presently.

Theorem 4. Let \( \psi \) denote the primitive character \( \psi \) inducing \( \chi \) to the modulus \( M \). Then

(i) Under the equality
\[
\prod_{p \mid \tilde{q}} (1 - \psi(p)p^{-\alpha}) = \tilde{q}^{-\alpha} \mu(\tilde{q}) \psi(\tilde{q}) \prod_{p \mid \tilde{q}} (1 - \tilde{\psi}(p)p^\alpha),
\]
with \( \mu \) designating the Möbius function, the following two equations are equivalent:
\[
\ell(s, \chi) = R^{1-s} \tau(\psi) \mu(\tilde{q}) \psi(\tilde{q}) L(s, \tilde{\psi}) \prod_{p \mid \tilde{q}} (1 - \tilde{\psi}(p)p^{1-s}),
\]
in the notation of [31] and
\[
L(s, \tilde{\chi}) = g(s, \chi) \ell(s, \chi),
\]
where
\begin{equation}
(4.8) \quad g(s, \chi) = \frac{1}{\tau(\psi)} \left( \frac{M}{f} \right)^{s-1} \prod_{p|M \atop p \nmid f} \frac{1 - \bar{\psi}(p)p^{1-s} \tau(\chi)}{1 - \psi(p)p^{s-1}}.
\end{equation}

(ii) Suppose \( \chi \) is a Dirichlet character mod \( M \) induced by the primitive character \( \psi \) mod \( f \) and that \( \chi(-1) = (-1)^n \), where \( n \) is a positive integer. Then
\begin{equation}
(4.9) \quad L(n, \chi) = -\psi(-1) \frac{B_{n, \chi}}{2n!} \frac{\tau(\psi)(2\pi i)^n}{f^n} \prod_{p|M \atop p \nmid f} \frac{1 - \bar{\psi}(p)p^{1-n} \tau(\chi)}{1 - \psi(p)p^{n-1}}.
\end{equation}

Proof. Once the linking equality (4.5) is found, (i) is easy to prove. The proof of (ii) is a combination of Joris [19] and Neukirch [32] and depends on the functional equation (2.4) and the special values (2.8), (4.7) and (4.8).

Indeed, using (2.8), (2.4) and (4.7),
\[-\frac{B_{n, \chi}}{n} = L(1 - n, \chi) = M^{n-1}(2\pi)^{-n}(n-1)!2(-i)^n g(n, \chi)^{-1} L(n, \chi).
\]

Hence it follows that
\[
L(n, \chi) = -\frac{B_{n, \chi}}{2n!} \frac{1}{M^{n-1}} \frac{(2\pi i)^n}{\tau(\psi)} \left( \frac{M}{f} \right)^n \prod_{p|M \atop p \nmid f} \frac{1 - \bar{\psi}(p)p^{1-n} \tau(\chi)}{1 - \psi(p)p^{n-1}},
\]
whence, using
\[
\tau(\psi)\tau(\bar{\psi}) = \psi(-1)f,
\]
we complete the proof. \( \square \)

Remark 1. (i) (4.6) is [19 (7)] and (4.7) is [32 Proposition 4.2]. In [32] \( \tau(\psi) \) is written as \( \tau(\chi) \). Using (1.5), we get a slightly novel-looking form of (4.6) which however remains within this circle. (ii) It is interesting to notice that several relevant papers, [7], [18], [19], and [38], appeared around the same year (1976) and [7] has been most well-known and most frequently cited.

5. Conclusion

In this section we first give the most relevant and informative references on subjects which we referred to in early sections of this paper. Then we state some possible directions of research on weighted short-interval character sums and their applications.

First, for the interpretation of the partial fraction expansion of the cotangent function as an equivalent to the functional equation, we refer to [23]. Berndt [4] and Ishii and Oda [16] contain rich references on the transformation formula for the Lambert series, which are mutually independent, with [16] focusing on the special values of a class of zeta-functions.

Second, regarding Riemann, Hecke and Bochner’s correspondence, we refer to [23] and the recent books [8] and [12] in addition to [26].

Third, for (generalized) Bernoulli numbers and polynomials we refer to [5], [11], [14] and [36].
Regarding a possible generalization of Yamamoto’s results to the case of imprimitive characters and the possible deduction of Szmidt, Urbanowicz and Zagier’s formula from them, we shall wait for another occasion. We have made a slight generalization to the case of imprimitive characters with prime power modulus in [37] to deduce some congruences for Euler numbers. We could pursue this direction with reference to our recent paper [25].

We expect that we could deduce Yamamoto’s results for weighted character sums with (primitive) characters of both types from the functional equation in view of the recent results [21], [12]. In these papers we proved that the Fourier expansions of the relevant weight—the Bernoulli polynomial and the Clausen function (log sin integral)—follow from the functional equation, whence Theorems 1 and 2 of Yamamoto.

Regarding the short-interval character sums, there are many applications, including the class number problem. They may be used to obtain congruences for generalized Bernoulli numbers, including Euler numbers modulo a power of a prime (cf. e.g. [26]). In one of our forthcoming papers, we reveal that in P. Chowla’s arithmetical formulation of the class number formula for the real quadratic field \( \mathbb{Q}(\sqrt{p}) \) [13], there is no relation between the class numbers of two subfields of the biquadratic field \( \mathbb{Q}(i, \sqrt{p}) \).
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