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Abstract. A formula on the scattering length for 3-dimensional Brownian
motion was conjectured by M. Kac and proved by others later. It was recently
proved under the framework of symmetric Markov processes by Takeda. In
this paper, we shall prove that this formula holds for Markov processes under
weak duality by the machinery developed mainly by Fitzsimmons and Getoor.

1. Introduction

For a non-negative smooth function $V \in L^1(\mathbb{R}^3)$, the scattering problem is to
find the solutions $\Phi_k$ of the Schroedinger equation on $\mathbb{R}^3$
\begin{equation}
\frac{1}{2} \Delta \Phi - V \cdot \Phi = -k^2 \Phi
\end{equation}
($k \in \mathbb{R}$) which have a certain asymptotic behavior at infinity (see [12]). The function
\begin{equation}
f_k(e_x) = -\frac{1}{2\pi} \int_{\mathbb{R}^3} e^{i k \sqrt{2} y \cdot e_x} V(y) \Phi_k(y) dy
\end{equation}
is called the scattering amplitude, where $x \in \mathbb{R}^3$ and $e_x$ is the unit vector in the
direction of $x$. As $k \to 0$ (low energy limit) the scattering amplitude becomes
independent of $e_x$,
\begin{equation}
f_0(e_x) = -\frac{1}{2\pi} \int_{\mathbb{R}^3} V(y) \Phi_0(y) dy.
\end{equation}
The quantity $\Gamma(V) = -f_0(e_x)$ is called the scattering length.

In [11], M. Kac and J. Luttinger gave a probabilistic expression in terms of
Brownian motion $B = (B_t, \mathbb{P}^x)$ on $\mathbb{R}^3$,
\begin{equation}
\Gamma(V) = \lim_{t \to \infty} \frac{1}{t} \int_{\mathbb{R}^3} \left( 1 - \mathbb{E}^x \left( \exp \left\{ -\int_0^t V(B_s) ds \right\} \right) \right) dx.
\end{equation}
In their paper, it was shown that if $K$ is a compact subset of $\mathbb{R}^3$ with some kind
of regularity, $\Gamma(\alpha 1_K)$ converges to the capacity of $K$ as $\alpha \uparrow \infty$. Moreover Kac
conjectured in [11] that $\Gamma(\alpha V)$ also converges to the capacity of the support of $V$,
ignoring the concrete form of $V$. This conjecture was proved by M. Taylor [18]
In order to extend this formula to the more general case, Takahashi [16] discussed this problem in the case of symmetric Markov processes and asserted that the limit of $\Gamma(\alpha V)$ as $\alpha \to \infty$ exists and depends only on the support of $V$. More recently still for symmetric Markov processes, Takeda [19] solved the problem completely using the time change techniques of Dirichlet forms and proved that Kac’s conjecture holds true. To state his result, let $A$ be a positive continuous additive functional of a Hunt process $X$ on the state space $E$ which is symmetric with respect to $m$ and let $F$ be the fine support of $A$. Then

$$\lim_{\alpha \to \infty} \lim_{t \to \infty} \frac{1}{t} \int_E \left( 1 - E^x \left( e^{-\alpha A_t} \right) \right) m(dx) = \text{Cap}(F),$$

(1.4)

where Cap is the 0-capacity of Dirichlet form associated with $X$.

In this short article, we shall extend this scattering length formula further to the case of right Markov processes under weak duality. However we believe that the condition of weak duality is technical and may be eliminated due to the existence of the moderate Markovian duality to any right Markov process with respect to an excessive measure. For the theory of the moderate Markov process, we refer to [7] and do not go that far here. The paper is organized as follows. In §2, a few general results on Revuz measures and energy functionals of Markov processes under duality are presented. The definition of scattering length and its existence are given in §3. Finally the main result is proved in §4. What makes this paper more interesting is that we have applied almost all notions in probabilistic potential theory, developed mainly by the San Diego probability group led by P.J. Fitzsimmons and R.K. Getoor, which was collected and stated in [6].

2. The Revuz Formula under Duality

Let

$$X = (\Omega, \mathcal{F}, \mathcal{F}_t, X_t, \theta_t, \mathbb{P}),$$

be a right Markov process on a Radon space $(E, \mathcal{E})$ with transition semigroup $(p_t)$, where $(\theta_t)$ is a semigroup of shift operators for $X$. Roughly speaking, $X$ is a strong Markov process with right continuous sample paths. This guarantees that the potential machinery is valid. Let $m$ be an excessive measure for $X$. Assume that $X$ has a weak duality $\hat{X}$, another right Markov process on $(E, \mathcal{E})$, with respect to $m$, i.e., for any non-negative measurable function $f, g$ on $E$,

$$(p_{t}, f, g)_m = (f, \hat{p}_{t} g)_m,$$

where $(\hat{p}_{t})$ is the transition semigroup of $\hat{X}$. We make the hypothesis that $X$ and $\hat{X}$ are conservative; i.e., they have infinite lifetimes almost surely. For convenience we always put a $\sim$ on when talking about corresponding elements of dual process $\hat{X}$. For general Markov processes and their potential theory, refer to [1], [6] and [14]. The key in Takeda [19] is the Revuz formula, i.e., Theorem 5.1.3 in [5]. Hence in this section, we shall prepare some properties on Revuz measures and energy functionals under the current setting, which will be proved here for completeness.

Let $A = (A_t)$ be a positive continuous additive functional (or PCAF simply) of $X$ and let $\mu$ be the Revuz measure of $A$ with respect to $m$. Let $X^A$ denote the subprocess of $X$, killed by the multiplicative functional $(e^{-A_t})$. Assume further that there exists a positive continuous additive functional $\hat{A}$ of $\hat{X}$ such that $\hat{X}^\hat{A}$ and $X^A$ are in weak duality. This is equivalent to saying that the Revuz measure...
of $\hat{A}$ with respect to $m$ for $\hat{X}$ is equal to $\mu$ also. Actually a weaker form of dual PCAF might be enough, and the existence of such a dual PCAF was discussed in several papers such as [2] and [20] [L6]. A main tool used in the duality situation is the energy functional of a Markov process, which is introduced by P.A. Meyer and discussed carefully in [6]. The energy functional is defined on a pair of an excessive measure and an excessive function, and it may play the role of the Dirichlet form in the symmetric case. Let $L^X$ and $L^{\hat{X}}$ denote the energy functionals of $X$ and $\hat{X}$, respectively. The following two lemmas were stated and proved in [10].

**Lemma 2.1.** If $h$ and $\hat{h}$ are excessive for $X$ and $\hat{X}$ respectively, then

$$L^X(h \cdot m, h) = L^{\hat{X}}(h \cdot m, \hat{h}).$$

The next result is the generalized form of the Revuz formula and is also called a switching identity in [10], since it indicates how additive functionals switch. The original Revuz formula is

$$\int_E g(x)m(dx)E^x[A_t] = \int_E \mu(dx)\hat{E}^x \int_0^t g(\hat{X}_s)ds, \text{ for all } t > 0$$

or equivalently using Laplace transform, for any $\alpha > 0$,

$$\int_E g(x)m(dx)E^x \int_0^\infty e^{-\alpha t}dA_t = \int_E \mu(dx)\hat{E}^x \int_0^\infty e^{-\alpha t}g(\hat{X}_t)dt.$$

The formula in the next lemma is clearly more powerful.

**Lemma 2.2.** If $L$ and $\hat{K}$ are positive continuous additive functional of $X$ and $\hat{X}$, respectively, we have the following switching identity, for any non-negative measurable functions $f, g$ on $E$:

$$\int_E g(x)E^x \left[ \int_0^t e^{-\lambda s}f(X_s)ds \right] \mu_{\hat{K}}(dx)$$

$$= \int_E E^x \left[ \int_0^t e^{-\lambda s}g(\hat{X}_s)d\hat{K}_s \right] f(x)\mu_L(dx),$$

where $\mu_L$ and $\mu_{\hat{K}}$ are the Revuz measures of $L$ and $\hat{K}$, respectively, with respect to $m$ under their corresponding processes.

We give a brief proof here which is a little different from the one in [10]. Since $U^\alpha_L f = E \int_0^\infty e^{-\alpha t}f(X_t)dL_t$ and $\hat{U}^\alpha_{\hat{K}} g = E \int_0^\infty e^{-\alpha t}g(\hat{X}_t)d\hat{K}_t$ are $\alpha$-excessive and coexcessive respectively, it follows from (2.1), (8.7) in [8] and Meyer’s representation theorem [13] that

$$\mu_L(f \cdot \hat{U}^\alpha_{\hat{K}} g) = L^X(\hat{U}^\alpha_{\hat{K}} g \cdot m, U^\alpha_L f)$$

$$= L^{\hat{X}}(\hat{U}^\alpha_{\hat{K}} f \cdot m, \hat{U}^\alpha_{\hat{K}} g) = \mu_{\hat{K}}(g \cdot U^\alpha_L f).$$

This is a special case of (2.4) when $A = 0$. Note that by Theorem 2.22 in [4], the Revuz measure of a positive continuous additive functional computed against a subprocess is equal to the one computed against $X$ as long as the subprocess has the same state space as $X$ and hence is independent of $\alpha$. Considering the formula (2.5) for dual subprocesses $X^A$ and $\hat{X}^A$ and applying Theorem 2.22 in [4] again, the desired formula (2.4) follows.
3. The existence of scattering length

We shall start from the probabilistic expression of scattering length in [12], which makes sense for general Markov processes. Let \( A \) be a positive continuous additive functional of \( X \) as in §2 with Revuz measure \( \mu \). Define

\[
\Gamma(A) = \lim_{t \to +\infty} \frac{1}{t} \int_E (1 - \mathbb{E}^x[e^{-A_t}]) m(dx),
\]

which we call the scattering length of \( A \) directly. For the first step, we shall prove that the limit above exists and we shall give another expression for \( \Gamma(A) \).

**Lemma 3.1.** If \( \mu(E) < \infty \), then

\[
\Gamma(A) = \int_E \mathbb{E}^x \left[ e^{-\hat{A}_\infty} \right] \mu(dx).
\]

**Proof.** Clearly

\[
1 - \mathbb{E}^x \left[ e^{-A_t} \right] = \mathbb{E}^x \int_0^t e^{-A_s} dA_s.
\]

Taking \( d\hat{K}_s = ds \), \( dL_s = dA_s \) and \( f = g = 1 \) in the Revuz formula (2.4), we have

\[
\int_E \mathbb{E}^x \left[ \int_0^t e^{-A_s} dA_s \right] m(dx) = \int_E \mu(dx) \mathbb{E}^x \left[ \int_0^t e^{-\hat{A}_s} ds \right].
\]

Since \( t \mapsto \hat{A}_t \) is increasing to \( \hat{A}_\infty \), it follows from the dominated convergence theorem that

\[
\Gamma(A) = \lim_{t \to \infty} \frac{1}{t} \int_E \mu(dx) \mathbb{E}^x \int_0^t e^{-\hat{A}_s} ds
\]

\[
= \int_E \mathbb{E}^x [e^{-\hat{A}_\infty}] \mu(dx).
\]

That completes the proof. \( \square \)

The finiteness of \( \mu \) in the result is natural. Actually in the simple case when \( A_t = \int_0^t V(X_s)ds \) with \( V \geq 0, \mu(dx) = V(x)m(dx) \), and hence the condition \( \mu(E) < \infty \) amounts to saying that \( V \in L^1(E;m) \), which appeared originally in [11].

4. Main result

Let us now consider the limit of \( \Gamma(\alpha A) \) when \( \alpha \uparrow \infty \) and prove the main result in this paper. We also need to use the time change approach as in [19]. It is known that a PCAF induces a time change. More precisely, let \( (\tau_t) \) be the right continuous inverse of \( (A_t) \), namely

\[
\tau_t = \inf \{ s > 0 : A_s > t \}, \ t \geq 0.
\]

Let \( Y_t = X_{\tau_t}, \ t \geq 0, \) and let \( F \) be the fine support of \( A \), i.e.,

\[
F = \{ x \in E : \mathbb{P}^x(\tau_0 = 0) = 1 \},
\]

which is nearly Borel and finely perfect. Intuitively \( A \) moves immediately when \( X \) starts at a point of \( F \). Actually \( \mu \) is supported on \( F \). Then \( Y = (Y_t) \) is the time change process of \( X \) induced by \( A \) and is also a right Markov process on \( F \); see [14]. Finally \( \zeta_Y = A_\infty \) is the lifetime of \( Y \). Similarly \( \hat{Y} = (Y_t) \) is the time change process of \( \hat{X} \) induced by \( \hat{A} \). The following duality is actually stated in Lemma 5.2
of [3]. However the proof there is a little unnecessarily complicated, and here we
shall show that it is a simple and direct consequence of (2.4).

Lemma 4.1. The time change processes $Y$ and $\hat{Y}$ are dual with respect to $\mu$.

Proof. Let $(G^\alpha)$ and $(\hat{G}^\alpha)$ be the resolvents of $Y$ and $\hat{Y}$, i.e.,

$$G^\alpha f(x) = \mathbb{E}^x \int_0^\infty e^{-\alpha t} f(Y_t) dt = \mathbb{E}^x \int_0^\infty e^{-\alpha A_t} f(X_t) dA_t,$$

$$\hat{G}^\alpha f(x) = \mathbb{E}^x \int_0^\infty e^{-\alpha \hat{A}_t} f(\hat{X}_t) d\hat{A}_t,$$

for any non-negative measurable function $f$ on $E$. Taking $t = \infty$, $L = A$ and

$K = \hat{A}$ in (2.4) and observing the fact that $\mu$ is the Revuz measure of both $A$ and

$\hat{A}$, we have

$$(g, G^\alpha f)_\mu = (\hat{G}^\alpha g, f)_\mu, \quad \alpha > 0,$$

which implies the duality of $Y$ and $\hat{Y}$ with respect to measure $\mu$. □

To state our main result, we need to introduce the capacity. For any $B \in \mathcal{E}$, nearly

Borel, $T_B$ denotes the hitting time of $B$ and

$$P_B(x, dy) = P^x(X_{T_B} \in dy, T_B < \infty),$$

which is the hitting distribution of $X$ on $B$. Let $L$ be the energy functional of $X$ and then the capacity of $B$ with respect to $m$ is defined by

$$\text{Cap}(B) = L(m, P_B).$$

(4.2)

For these elements of potential theory, refer to [6]. If necessary, we put a superscript
to indicate the connection of these elements to specific processes; for instance, $L^Y$ is the energy functional of $Y$. The following properties of energy functional may refer to [4] or Theorem 2.1 of [9].

Lemma 4.2. If $Y$ is the time change process of $X$ induced by $A$ with fine support $F$ and if $h$ is an excessive function for $Y$, then

$$L^Y(\mu, h) = L^X(m, P_F h).$$

We are now in a position to present our main result.

Theorem 4.1. Let $A$ be a positive continuous additive functional of $X$ with fine

support $F$. If $\mu(E) < \infty$, then

$$\lim_{\alpha \uparrow \infty} \Gamma(\alpha A) = \text{Cap}(F).$$

Proof. Since $\hat{A}_{\infty}$ is the lifetime of $\hat{Y}$,

$$\mathbb{E}^x \left[ e^{-\alpha \hat{A}_{\infty}} \right] = 1 - \mathbb{E}^x \left[ \int_0^{\hat{Y}_\infty} e^{-\alpha t} dt \right]$$

$$= 1 - \mathbb{E}^x \left[ \int_0^\infty e^{-\alpha t} 1_F(\hat{Y}_t) dt \right] = 1 - \alpha \hat{G}^\alpha 1_F.$$

Furthermore $\mu$ is supported on $F$ and then

$$\lim_{\alpha \to \infty} \Gamma(\alpha A) = \lim_{\alpha \to \infty} \alpha \langle \mu, 1_F - \alpha \hat{G}^\alpha 1_F \rangle$$

$$= L^\hat{Y}(\mu, 1_F),$$

(4.3)
where $L^{\hat{Y}}$ is the energy functional of $\hat{Y}$. The second equality above follows formally from (3.6)(i) in [6], but not really, because it is not evident that the conditions for this to be true are satisfied. Suppose that (4.3) is true. Lemma 4.1 tells us that $Y$ and $\hat{Y}$ are dual under $\mu$, and hence by Lemma 4.1
\[ L^{\hat{Y}}(\mu, 1_F) = L^Y(\mu, 1_F). \]
Then by the assertion in Lemma 4.2, it follows that
\[ L^Y(\mu, 1_F) = L^Y(m, 1_F) = \text{Cap}(F). \]

To complete the proof we need to justify (4.3). The following approach is provided by the referee. Recall that $m$ admits a unique decomposition as $m = m_c + m_d$, the sum of the conservative part and dissipative part (see page 8 of [6]). Since the energy functional and Revuz measure are linear for $m$, it suffices to verify (4.3) for $m$ to be conservative and dissipative.

If $m$ is conservative for $X$, then $\mu$ is conservative for $\hat{Y}$ by (4.15)(i) in [4]. In particular, $\hat{Y}$ has infinite lifetime for $\mu$-a.e. starting point by (2.9) in [6]. Hence both sides of (4.3) are zero. On the other hand, if $m$ is dissipative, there exists a sequence $\{\mu_n\}$ of finite measures, each equivalent to $m$, such that $\mu_n U \uparrow m$. We then have
\[ \infty > \mu(E) = L(m, U_{A1}) = \lim_n L(\mu_n U, U_{A1}) = \lim_n \mu_n(U_{A1}). \]
It follows that $\mathbb{P}^x(A_\infty) = U_{A1}(x) < \infty$ for $m$-a.e. $x \in E$ and also for $m$-q.e. $x \in E$ since $U_{A1}$ is excessive. This implies that $\mathbb{P}^x(A_\infty < \infty) = 1$ for $m$-q.e. $x \in E$. Consequently $Y$ has finite lifetime for $\mu$-q.e. starting point and $\mu$ is a purely excessive measure for $\hat{Y}$. Hence applying (3.6)(i) in [6], (4.3) holds.

\[ \square \]
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