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ABSTRACT. In this paper, we prove the presence of limit cycles of given multiplicity, together with a complete unfolding, in families of (singularity perturbed) polynomial Liénard equations. The obtained limit cycles are relaxation oscillations. Both classical Liénard equations and generalized Liénard equations are treated.

1. Introduction

This paper exclusively deals with relaxation oscillations in polynomial Liénard equations. Liénard equations are related to second order scalar differential equations

\[ mx'' = -g(x, \lambda) - f(x, \lambda)x', \]

where \( \lambda \in \Lambda \) is a multi-dimensional parameter in a subset \( \Lambda \) of some euclidean space. In the phase plane it can be written as

\[
\begin{align*}
mx' &= Y, \\
Y' &= -g(x, \lambda) - \frac{1}{m} f(x, \lambda).
\end{align*}
\]

By defining \( F(x, \lambda) = \int_0^x f(s, \lambda)ds \) and introducing the variable \( y = Y + F(x, \lambda) \), we get an expression in the so-called Liénard plane

\[
\begin{align*}
mx' &= y - F(x, \lambda), \\
y' &= -g(x, \lambda).
\end{align*}
\]

Taking \( m = \varepsilon \sim 0, \varepsilon > 0 \), in \( F(x, \lambda) \) and introducing a “fast time” by multiplying the former time by \( 1/\varepsilon \), we get a singular perturbation problem

\[
\begin{align*}
\dot{x} &= y - F(x, \lambda), \\
\dot{y} &= -\varepsilon g(x, \lambda).
\end{align*}
\]

As observed before, we can also represent \( \dot{x}, \dot{y} \) in the phase plane by

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -\varepsilon g(x, \lambda) - yf(x, \lambda).
\end{align*}
\]
We can work with either (2) or (3) in looking for limit cycles. We are specifically interested in relaxation oscillations, i.e. limit cycles that are subject to two different speeds, one of which is $O(1)$ while the other is $O(\varepsilon)$, for $\varepsilon \to 0$ (keeping $\varepsilon > 0$). We limit ourselves to relaxation oscillations of size $O(1)$.

To detect such relaxation oscillations one considers $\varepsilon = 0$ in either (2) or (3) and studies the so-called layer equation. These systems have a curve of zeros, called the slow curve. Movements of (2) or (3), with $\varepsilon > 0$ small, that are close to that curve of zeros will be “slow” (i.e. move with speed of the order $O(\varepsilon)$), while movements close to regular points of the layer equation will be fast (of order $O(1)$).

Relaxation oscillations for small $\varepsilon > 0$ can only be found near degenerate limit periodic sets of the layer equation, i.e. closed curves combining fast orbits and parts of the slow curve; we call such limit periodic sets slow-fast cycles.

If we only stay near parts of the slow curve where the layer equation is always hyperbolically attracting (or always hyperbolically repelling), then we call such limit periodic sets “common” (and we use the same terminology for the nearby relaxation oscillations for $\varepsilon > 0$). The common relaxation oscillations that have been studied so far are, as far as we know, all hyperbolic (resp. attracting or repelling depending on the case).

Relaxation oscillations of higher multiplicity, often accompanied by a full unfolding, are known to be possible if the slow-fast cycle contains both hyperbolically attracting and repelling slow curves. Such limit periodic sets, as well as the nearby relaxation oscillations, are said to be “of canard type” or are for short called “canards”.

The simplest such canards contain one fast orbit and one slow curve along which the layer equation changes from hyperbolically attracting to hyperbolically repelling at a unique (so-called) “turning point” (see Figure 1(a)).

In the simplest case possible the turning point is supposed to be a generic turning point. This means that after translation, rescaling of the variables $(x, y)$ and rescaling of time, (3) can be written as

\[
\left\{ \begin{array}{l}
\dot{x} = y, \\
\dot{y} = \varepsilon \left( a(\lambda) - x + O(x^2) \right) - y \left( x + O(x^2) \right),
\end{array} \right.
\]

with $\lambda \to a(\lambda)$ a smooth submersion having 0 in its image and where the turning point is located at the origin.

We remark that traditionally, systems (4) are studied by replacing $a(\lambda)$ by an independent parameter, say $b_0$. Furthermore, since it is well-known that detectable canards only occur in an $O(\sqrt{\varepsilon})$-neighbourhood of $b_0 = 0$, it is customary to replace
\( (\varepsilon, b_0) \) by \( (\varepsilon^2, \varepsilon B_0) \). Doing this, expression \((\ref{eq:5})\) is replaced by

\[
\begin{cases}
\dot{x} = y, \\
\dot{y} = \varepsilon^2 (\varepsilon B_0 - x G(x, \lambda)) - y f(x, \lambda),
\end{cases}
\]

and similarly we can replace \((\ref{eq:2})\) by an expression involving \( (\varepsilon^2, \varepsilon B_0) \). In expression \((\ref{eq:2})\), we assume that \( f(x, \lambda) = x + O(x^2) \) and that \( f(x, \lambda)/x \) is strictly positive on the considered domain, in order to have a layer equation as represented in Figure \((\ref{fig:1a})\).

Also, we assume that \( G(x, \lambda) \) is strictly positive on the considered domain, so that the “slow dynamics” \( x' = -G(x, \lambda) \) along the slow curve behaves as represented in Figure \((\ref{fig:1b})\). The layer equations now contain limit periodic sets that we will call FSTS-cycles (fast–slow–turning point–slow). Many papers deal with such FSTS-cycles (see e.g., \cite{DR01}).

In such slow-fast families of vector fields \((\ref{eq:5})\), slow-fast cycles are parameterized by a layer variable \( Y \): for each \( Y > 0 \), there is an orbit of the fast system through \((0, Y)\) that has a specific \( \omega \)-limit \( (\omega(\lambda), 0) \) and \( \alpha \)-limit \( (\alpha(\lambda), 0) \) on the slow curve \( \{y = 0\} \). The slow-fast cycle defined by this fast orbit, together with the slow part \( [\alpha(\lambda), \omega(\lambda)] \times \{0\} \), is denoted by \( \Gamma^Y \). The condition that \( G \) be positive ensures that the slow dynamics on the slow curve are regular motions from the \( \omega \)-limit towards the \( \alpha \)-limit of the fast part of \( \Gamma^Y \).

In \cite{DR01}, conditions have been described on FSTS-cycles \( \Gamma \) of the layer equations in \((\ref{eq:2})\), resp. \((\ref{eq:3})\), to guarantee that systems \((\ref{eq:2})\), resp. \((\ref{eq:3})\), have near \( \Gamma \) (in the Hausdorff sense) a limit cycle of an a priori given multiplicity together with a full unfolding of it. The conditions are stated in terms of the slow divergence integral. A related statement in terms of a slow relation function and a fast relation function can be found in \cite{Dum}, together with a slightly easier proof. The slow divergence integral, for the slow-fast cycle \( \Gamma^y \) of Liénard equation \((\ref{eq:5})\), is defined as

\[
I(Y, \lambda) = \int_{\omega(\lambda)}^{\alpha(\lambda)} \frac{f(x, \lambda)^2}{x G(x, \lambda)} dx.
\]

For a geometrical explanation of this notion, we refer to \cite{DMD08}.

**Proposition 1 \cite{DR01}.** Consider a smooth \( (\varepsilon, B_0, \lambda) \)-family of vector fields \((\ref{eq:4})\), with \( \varepsilon \geq 0 \), \( B_0 \sim 0 \) and \( \lambda \) in a compact subset \( \Lambda \) of some euclidean space. Let \( f(x, \lambda)/x \) and \( G(x, \lambda) \) be positive for all \( \lambda \) and for all \( x \in [-M, M] \). Let \( Y_0 > 0 \) be such that \( [\alpha(\lambda), \omega(\lambda)] \subset [-M, M] \).

If the zeros of the divergence integral \( I(Y, \lambda) \) undergo an elementary catastrophy of codimension \( n \) at \( (Y_0, \lambda_0) \), then in any Hausdorff neighbourhood of the slow-fast cycle \( \Gamma^{Y_0} \), and for \( \varepsilon > 0 \) sufficiently small and \( \lambda \sim \lambda_0 \), \( B_0 \sim 0 \), the family of vector fields \((\ref{eq:4})\) contains a limit cycle of multiplicity \( n + 1 \) unfolded in an elementary catastrophy of codimension \( n + 1 \).

Observe that \( I(Y, \lambda) \) does not depend on \( \varepsilon \), nor on \( B_0 \), and so the required condition formulated in Proposition \((\ref{prop:1})\) is a condition depending solely on \( f(x, \lambda) \) and \( G(x, \lambda) \). The presence of \( B_0 \) in \((\ref{eq:5})\) is however essential to obtain the required amount of limit cycles near \( \Gamma^{Y_0} \), we refer to \cite{DR01} or \cite{Dum} for details. We remark that a similar statement with respect to Liénard equations in the form \((\ref{eq:2})\) can be formulated.

Proposition \((\ref{prop:1})\) requires a precise checking of the necessary conditions along the FSTS-cycle in order to be applied to specific examples. Until now the proposition...
has not been applied to systems (2) or (3) in which \( f(x, \lambda) \) and \( g(x, \lambda) \) are polynomial in \( x \), i.e. to polynomial Liénard equations. This is exactly the subject of this paper. We will essentially prove following theorems:

**Theorem 1.** Let \( x_0 > 0 \) be given. The polynomial family
\[
\begin{aligned}
\dot{x} &= y, \\
\dot{y} &= -xy + \varepsilon^2 \left( \varepsilon B_0 - x \varphi(x^2) + \sum_{i=0}^n a_i x^{2i+2} \right),
\end{aligned}
\]
where \( \varphi(x^2) \) is an arbitrary even polynomial that is strictly positive on \([-x_0, x_0]\), and with \( \varepsilon \sim 0, B_0 \sim 0, \) and \((a_0, \ldots, a_n) \sim 0\), contains a limit cycle of multiplicity \( n+1 \) unfolded in an elementary catastrophe of codimension \( n+1 \). The limit cycles are found in any a priori given small Hausdorff neighbourhood of the slow-fast cycle \( \Gamma_{x_0} \) with \([-x_0, x_0] \times \{0\}\) as slow part.

(In fact, the function \( \varphi \) need not be polynomial for the conclusions of the Theorem to be valid: any smooth, strictly positive function will do.) The relaxation oscillations obtained in Theorem 1 are of size \( O(1) \), i.e. tend towards a slow-fast limit periodic set of size \( O(1) \) as \( \varepsilon \to 0 \). We also present a result where the relaxation oscillations tend towards the origin as \( \varepsilon \to 0 \). This is hence a situation where the limit cycles are located in an arbitrary small neighbourhood of the turning point; nevertheless they are still relaxation oscillations.

**Theorem 2.** The polynomial family
\[
\begin{aligned}
\dot{x} &= y, \\
\dot{y} &= -xy + \varepsilon^2 \left( \varepsilon r B_0 - r^2 x + r B_2 x^2 - x^3 \varphi(x^2) + \sum_{i=1}^{n-1} \gamma_i x^{2i+2} + x^{2n+2} \right),
\end{aligned}
\]
where \( \varphi \) is an arbitrary polynomial with \( \varphi(0) > 0 \) and where \( (\varepsilon, r) \sim (0, 0), B_0 \sim 0, B_2 \sim 0 \) and \((\gamma_1, \ldots, \gamma_{n-1}) \sim 0\), contains a limit cycle of multiplicity \( n+1 \) unfolded in an elementary catastrophe of codimension \( n+1 \). The limit cycles are found in any a priori given neighbourhood of the origin. Moreover, for a fixed and sufficiently small value of \( r \) and any a priori given neighbourhood of \((r, 0)\) and any a priori given neighbourhood of \((-r, 0)\) in the phase space, the limit cycles pass through both neighbourhoods when \( \varepsilon \) is sufficiently small.

Both Theorem 1 and Theorem 2 are examples of Liénard equations (3), with deg_x \( g(x, \lambda) = 1 \) and deg_x \( f(x, \lambda) > 1 \). Classical Liénard equations, on the other hand, are Liénard equations where deg_x \( f(x, \lambda) = 1 \) and deg_x \( g(x, \lambda) \geq 1 \). The next theorem gives limit cycles of any a priori given multiplicity in a polynomial class of classical Liénard equations.

**Theorem 3.** Consider the polynomial family
\[
\begin{aligned}
\dot{x} &= y, \\
\dot{y} &= \varepsilon^2 (\varepsilon B_0 - x) - y \left( x + \sum_{j=1}^m b_j x^{2j+1} + \sum_{k=0}^n a_k x^{2k+2} \right),
\end{aligned}
\]
with \( \varepsilon \sim 0, B_0 \sim 0 \) and \((a_0, \ldots, a_n) \sim (0, \ldots, 0)\).
(i) If \( x_0 > 0 \) is given, then there exists \( \delta > 0 \) such that for fixed \((b_j)_{j=1,\ldots,m}\) with \(|b_j| < \delta, j = 1, \ldots, m\), the family of vector fields (8) contains a limit cycle of multiplicity \( n+1 \) unfolded in an elementary catastrophe of codimension \( n+1 \). The limit cycles are found in any a priori given small Hausdorff neighbourhood of the slow-fast cycle \( \Gamma^{x_0}_b \) (of the family (8) with \( a_k = 0 \)) with \([-x_0, x_0] \times \{0\}\) as the slow part.

(ii) For arbitrary \((b_j)_{j=1,\ldots,m}\) fixed, and for \( x_0 > 0 \) sufficiently small, the same conclusion holds as in (i).

The results that we obtain provide a reasonable amount of limit cycles for the Liénard systems under consideration. For classical Liénard equations (see Theorem 3), they do not contradict the conjecture stated in [LdMP77], but provide for those systems the maximum number of limit cycles that were predicted by the conjecture. Of course that maximum had already been attained in other constructions (see [LdMP77]), however not leading to relaxation oscillations. Recall that the FSTS-canard cycles that we are working with in this paper are the simplest degenerate lps known to create a large number of limit cycles. In working with more complicated degenerate lps, as in [DR07], worse can happen. Such more complicated lps have for example been used in [DPR07] to show the occurrence for some polynomial Liénard equations with more limit cycles than conjectured in [LdMP77]. It is also interesting to remark that, although the results in this paper agree with the [LdMP77] conjecture, some calculations in Section 4 indicate that the complexity of the proof of these results depends on the layer system that gets perturbed, hence on the precise values of \((b_j)_{j=1,\ldots,m}\) in Theorem 3. For more information on the special role that singular perturbation problems play in the study of classical Liénard equations, we can refer to [Rou07].

2. Proof of Theorem 1

Recall the family of vector fields (8):

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -xy + \varepsilon^2 \left( \varepsilon B_0 - x\varphi(x^2) + \sum_{i=0}^{n} a_i x^{2i+2} \right).
\end{align*}
\]

We observe that the linear rescaling \((x, y) \mapsto (x/x_0, y/x_0^2)\), together with a time rescaling and a linear rescaling of the parameters \((\varepsilon, B_0, a_0, \ldots, a_n)\), leaves the shape of (8) invariant and maps the slow-fast cycle \( \Gamma_{x_0} \) to the slow-fast cycle \( \Gamma_1 \). In other words, it suffices to prove Theorem 1 for \( x_0 = 1 \).

To obtain a limit cycle of multiplicity \( n+1 \), we will use Proposition 1 from the introduction.

At \( \varepsilon = 0 \) the divergence is given by \(-x\), while the slow dynamics (i.e. the dynamics inside the center manifolds, after division by \( \varepsilon^2 \) and then taking \( \varepsilon = 0 \)) is given by

\[
x' = -\varphi(x^2) + \sum_{i=0}^{n} a_i x^{2i+1}.
\]

In Theorem 1 we require \( \varphi \) to be strictly positive. Since \( a \sim 0 \) and \( \varphi > 0 \), this slow dynamics is regular on \([-x_0, x_0]\) if we keep \( |a_i| \) sufficiently small. For \( \varepsilon = 0 \), we see that for each \( x = x_0 \) there is a fast orbit having \((x,0)\) as the \( \omega \)-limit and \((-x,0)\) as the \( \alpha \)-limit. We will now concentrate on the degenerate limit periodic
set \( \Gamma_1 \) described in the formulation of Theorem 1. On the slow part of this slow-fast cycle, the slow dynamics are regular (for \( a_i \sim 0 \)) and pointing from \( x = 1 \) to \( x = -1 \). As such, by Proposition 1 we will find, Hausdorff close to \( \Gamma_1 \), a limit cycle of multiplicity \( n + 1 \) unfolded in an elementary catastrophe of codimension \( n + 1 \) if we can prove that the slow divergence integral has at \( x = 1 \), for well-chosen parameter values, a zero of multiplicity \( n \), unfolded in an elementary catastrophe of codimension \( n \). The remainder of the proof of Theorem 1 hence deals with the study of the slow divergence integral.

The slow divergence integral is given by

\[
I = I(x, a) = \int_{-x}^{x} \frac{\varphi(v^2)}{-\sum_{i=0}^{n} a_i v^{2i+1}} dv.
\]

We observe that in this section we can use \( x > 0 \) as a layer variable to parameterize the slow-fast cycles instead of \( Y \), as proposed in the formulation of Proposition 1. In fact the diffeomorphic relation \( Y = \frac{1}{2} x^2 \) between the two layer variables makes it clear that we may work with either variable.

For the derivative \( \frac{\partial I}{\partial x} \), we have

\[
I' := \frac{\partial I}{\partial x}(x, a) = -\frac{2x^2 P(x)}{Q(x)},
\]

where

\[
P(x) = a_0 + \sum_{i=1}^{n} a_i x^{2i},
\]

\[
Q(x) = (\varphi(x^2))^2 - x^2 (P(x))^2.
\]

Remark that \( Q \neq 0 \) when \( x \sim 1 \) and \( (a) \sim (0) \).

If we now want the slow divergence integral \( I \) to have a zero at \( x = 1 \), then, from (9), we get the condition

\[
F(a) := \int_{-1}^{1} \frac{vdv}{\varphi(v^2) - \sum_{i=0}^{n} a_i v^{2i+1}} = 0.
\]

The function \( F \) defined here is smooth near \( a = 0 \), and we get

\[
\frac{\partial F}{\partial a_0}(0, 0) = \int_{1}^{1} \frac{v^2 dv}{(\varphi(v^2))^2} < 0.
\]

This property, together with \( F(0) = 0 \), shows the existence of a smooth function

\[
a_0 = a_0(a_1, \ldots, a_n), \quad a_0(0) = 0,
\]

such that \( F(a_0(a_1, \ldots, a_n), a_1, \ldots, a_n) = 0 \), with \( F \) defined in (11). For later use, we observe that

\[
\frac{\partial a_0}{\partial a_i}(0) = -\frac{\partial F(0, 0)}{\partial a_0(0, 0)} = \int_{1}^{1} \frac{v^2 dv}{(\varphi(v^2))^2} = \frac{1}{\int_{1}^{1} \frac{v^2 dv}{(\varphi(v^2))^2}},
\]

and therefore, if we define

\[
A_i := -\frac{\partial a_0}{\partial a_i}(0), \quad i = 1, \ldots, n,
\]

we get

\[0 < A_i < 1,
\]

and this for each \( i \in \{1, \ldots, n\} \).
From (10), we see that $I'$ will have a zero at $x = 1$ if and only if $P(1) = 0$, hence if and only if

$$a_0 = -\sum_{i=1}^{n} a_i.$$  

We also require that $I^{(j)} := \frac{\partial^j I}{\partial x^j}$ be zero at $x = 1$, for $2 \leq j \leq n$. While deriving the expression of $I^{(j)}(1) = 0$, we will assume that $I'(1) = I''(1) = \cdots = I^{(j-1)}(1) = 0$. Since we can also assume that $I(1) = 0$, we can restrict to $a_0 = a_0(a_1, \ldots, a_n)$ as defined in (12). We see that

$$I'' = \frac{\partial I}{\partial x^2}(x, a) = -\frac{2x^2 P'(x)}{Q(x)} + O(P(x)),$$

and by induction

$$I^{(i)} = \frac{\partial^i I}{\partial x^i}(x, a) = -\frac{2x^2 P^{(i-1)}(x)}{Q(x)} + O(P(x), P'(x), \ldots, P^{(i-2)}(x)),$$

for $2 \leq i \leq n$. This implies that $I$ will have a zero of multiplicity (exactly) $n$ at $x = 1$ if and only if

$$\{a_0 = a_0(a_1, \ldots, a_n), P(1) = P'(1) = \cdots = P^{(n-2)}(1) = 0, P^{(n-1)}(1) \neq 0\}.$$

From the definition of $P$, together with (14), we see that this set of equations and inequality can be written as

$$\begin{cases}
  a_0(a_1, \ldots, a_n) + \sum_{i=1}^{n} a_i = 0, \\
  \sum_{i=1}^{n} 2ia_i = 0, \\
  \vdots \\
  \sum_{i=1}^{n} 2i(2i-1) \cdots (2i-j)a_i = 0, \\
  \vdots \\
  \sum_{i=1}^{n} 2i(2i-1) \cdots (2i+3-n)a_i = 0,
\end{cases}$$

(15)

together with the inequality

$$\sum_{i=1}^{n} 2i(2i-1) \cdots (2i+2-n)a_i \neq 0$$

(16)

when (15) holds. Each line in the left-hand side of (15) or (14) can be expanded in powers of $i$, inducing that

$$\sum_{i=1}^{n} 2i(2i-1) \cdots (2i-j)a_i = \sum_{i=1}^{n} \left( \sum_{k=1}^{j+1} c_k i^j \right) a_i$$

for some integers $c_k$ not depending on $i$. It now follows that conditions (15), together with (16), can be rewritten as

$$\begin{cases}
  F_1(a) := a_0(a_1, \ldots, a_n) + \sum_{i=1}^{n} a_i = 0, \\
  F_{\ell+1}(a) := \sum_{i=1}^{n} i^\ell a_i = 0, & \ell = 1, \ldots, n-2
\end{cases}$$

(17)

(if we use $a$ as a shortcut for $(a_1, \ldots, a_n)$), with $\sum_{i=1}^{n} i^{n-1}a_i \neq 0$ when (17) holds. Now, based on the Implicit Function Theorem, (17) will have a smooth
solution \((a_1(a_n), \ldots, a_{n-1}(a_n))\) near \(a_n = 0\), with \((a_1(0), \ldots, a_{n-1}(0)) = 0\) if 
\[
\frac{\partial(F_1, \ldots, F_{n-1})}{\partial(a_1, \ldots, a_{n-1})}(0) \neq 0,
\]

hence if
\[
\begin{vmatrix}
1 - A_1 & 1 - A_2 & \cdots & 1 - A_m \\
1 & 2 & & \frac{m}{m} \\
\vdots & \vdots & \ddots & \vdots \\
1 & 2^{m-1} & \cdots & m^{m-1}
\end{vmatrix}
\neq 0,
\]

where \(m = n - 1\) and where the \(A_i\) are defined in (13). We will now prove (18) for any value of \(m\), including the requested \(m = n - 1\), but also \(m = n\). In the latter case, this implies that when (17) holds, then necessarily the inequality \(F_{n-1}(a) \neq 0\) has to hold for \(a = (a_1, \ldots, a_n) \neq 0\) as well.

To prove (18) for any value of \(m\) we use the precise value of \(A_i\) as defined in (13), in the form of a quotient of two rational integrals. We clearly see that (18) is true if we can prove that
\[
\frac{\int_1^1 \frac{v^2(1-v^2)dv}{(v^2)^2}}{1} \neq 0,
\]

for any value of \(m\). The left-hand side of (19) is exactly \(\int_1^1 \frac{v^2(1-v^2)dv}{(v^2)^2} D_m(v^2)dv\), where \(D_m\) is given by
\[
D_m(w) := \begin{vmatrix}
1 - w & 1 - w^2 & \cdots & 1 - w^m \\
1 & 2 & & \frac{m}{m} \\
\vdots & \vdots & \ddots & \vdots \\
1 & 2^{m-1} & \cdots & m^{m-1}
\end{vmatrix}.
\]

So for sure, (18) is true if we prove that \(D_m(w)\) stays nonzero for \(w \in [0, 1]\). Now, \(D_m\) defines a polynomial in \(w\) of degree \(m\) that has a zero at \(w = 1\). In considering \(\frac{D_m}{\partial w^{i+1}}\), with \(i = 1, \ldots, m - 1\), we get a linear relation between the first \(i + 1\) rows for \(w = 1\). It implies that \(D_m(1) = D_m'(1) = \cdots = D_m^{(m-1)}(1) = 0\), so that
\[
D_m(w) = C_m(1 - w)^m,
\]

where \(C_m := \begin{vmatrix}
1 & 2 & \cdots & m - 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 2^{m-1} & \cdots & (m - 1)^{m-1}
\end{vmatrix}
\]

The constant \(C_m\) is nonzero, as it can be expressed as \(m!\) multiplied by a Vandermonde determinant. This proves our claim.

The curve in parameter space, along which the slow divergence integral \(I\) has, at \(x = 1\), a zero of multiplicity (exactly) equal to \(n\), is given by the smooth function
\[
a_i = a_i(a_n), \quad i = 1, \ldots, n - 1, \quad \text{with } a_i(0) = 0,
\]
\[
a_0 = a_0(a_1, \ldots, a_n).
\]
We still need to show that the zero of multiplicity \( n \) gets unfolded in an elementary catastrophe of codimension \( n \).

From [GG73], we know that it suffices to prove that

\[
\det \left( \frac{\partial (I, I', \ldots, I^{(n-2)})}{\partial (a_1, \ldots, a_{n-1})} \right) \neq 0
\]

for \( x = 1 \) and \( a_0 = a_0(a_1, \ldots, a_n) \). This property will clearly follow if we can prove that it is nonzero at \( x = 1 \) and \( a = 0 \).

From (9) and (10), we get

\[
\frac{\partial I}{\partial a_i}(1, 0, 0) = \int_{-1}^{1} v^{2i+2} dv, \quad \frac{\partial I'}{\partial a_i}(1, 0, 0) = -\frac{1}{2}.
\]

It is also easy to check that

\[
\frac{\partial I^{(j)}}{\partial a_i}(1, 0, 0) = -\frac{1}{4} (2(2i-1) \ldots (2i+2-j)), \quad \text{for } j = 2, \ldots, n-2.
\]

As in the study of (10), it is clear that these values will imply that expression (20) will surely be nonzero when the following determinant is nonzero for all \( w \in [0, 1] \):

\[
E_{n-1}(w) := \begin{vmatrix}
w & w^2 & \ldots & w^{n-1} \\
1 & 1 & \ldots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 2^{n-3} & \ldots & (n-1)^{n-3}
\end{vmatrix}.
\]

By checking the multiplicity of the zero that the polynomial \( E_{n-1} \) has at \( w = 1 \), we again find that

\[
E_{n-1}(w) = E_{n-1}'(0) w(1-w)^{n-2},
\]

with

\[
E_{n-1}'(0) = \begin{vmatrix}
1 & 1 & \ldots & 1 \\
2 & 3 & \ldots & n-1 \\
\vdots & \vdots & \ddots & \vdots \\
2^{n-3} & 3^{n-3} & \ldots & (n-1)^{n-3}
\end{vmatrix}.
\]

This expression is a well-known Vandermonde determinant, which is nonzero. This proves the claim and finishes the proof of Theorem 1. \( \square \)

3. Proof of Theorem 2

We consider the polynomial family

\[
\begin{cases}
\dot{x} = y, \\
\dot{y} = -xy + \varepsilon^2 (\varepsilon x^3 B_0 - r^2 x + r B_2 x^2 - x^3 \varphi(x^2) + \sum_{i=1}^{n} \gamma_i x^{2i+2}),
\end{cases}
\]

with \((\varepsilon, r) \sim (0, 0), \varepsilon \geq 0, B_2 \sim 0, B_0 \sim 0, \gamma = (\gamma_1, \ldots, \gamma_n)\) with \(\gamma_n = 1\) and \((\gamma_1, \ldots, \gamma_{n-1}) \sim 0\). We make a quasi-homogeneous blow up at \((x, y, r) = (0, 0, 0)\). In this paper, it suffices to study the traditional rescaling chart (the family chart): we write

\[(x, y) = (r \varphi, r^2 \varphi).\]
It changes (21), after division by \( r \), into

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -x y + \varepsilon^2 \left( \varepsilon B_0 - x \varphi(x^2, r^2) + B_2 x^2 + \sum_{i=1}^{n} \gamma_i r^{2i-1} x^{2i+2} \right),
\end{align*}
\]

where \( \varphi(x^2, r^2) = 1 + x^2 \varphi_r(x^2) \) is strictly positive for \( r \) sufficiently small. Let \( \Gamma_{x_0} \) be the slow-fast cycle corresponding to \( x_0 \), i.e. the slow-fast cycle with slow part \([-x_0, x_0] \times \{0\}\) and with fast part \( \{y = \frac{1}{2} x_0^2 - \frac{1}{2} x^2, y \geq 0\} \). The slow divergence integral for this slow-fast cycle is given by

\[
I(x_0, B_2, \gamma, r) = \int_{-x_0}^{-x_0} \frac{v dv}{\varphi(v^2, r^2) - B_2 v - \sum_{i=1}^{n} \gamma_i r^{2i-1} v^{2i+1}}.
\]

Let us introduce

\[
a_0 = B_2, \quad a_i = \gamma_i r^{2i-1}, \quad i = 1, \ldots, n.
\]

In terms of the rescaled coordinates \((\tau, \gamma)\), we get a singular perturbation problem that satisfies the hypotheses of Theorem 1. Following the proof of this theorem and defining

\[
\tilde{I}(\tau_0, a, r) = I(\tau_0, a_0, (a_i/r^{2i-1}), r),
\]

we know that \( \tilde{I} \) undergoes, at \( \tau = 1 \), an elementary catastrophe of codimension \( n \). The curve in parameter space, along which the slow divergence integral \( I \) has, at \( \tau = 1 \), a zero of multiplicity (exactly) equal to \( n \), is given by the smooth function

\[
a_i = a_i(a_n), \quad i = 1, \ldots, n - 1, \quad \text{with } a_i(0) = 0,
\]

\[
a_0 = a_0(a_1, \ldots, a_n).
\]

From (23) and from the fact that \( \gamma_n = 1 \) and hence \( a_n = r^{2n-1} \), it is clear that for \( r \sim 0 \) we can parameterize this curve in \((\gamma, B_2)\)-space by \( r \). The curve can be represented by smooth functions

\[
\gamma_i = \gamma_i(r), \quad i = 1, \ldots, n - 1, \quad \text{with } \gamma_i(0) = 0,
\]

\[
B_2 = B_2(r) \quad \text{with } B_2(0) = 0.
\]

To show that for each value \( r > 0, r \sim 0 \), the zero of multiplicity \( n \) gets unfolded in an elementary catastrophe of codimension \( n \), we know from [GG73] that it suffices to prove that

\[
\det \left( \frac{\partial (I, I', \ldots, I^{(n-2)})}{\partial (\gamma_1, \ldots, \gamma_{n-1})} \right) \neq 0,
\]

for \( \tau = 1, r > 0 \) and \((B_2, \gamma) = (B_2(u), \gamma(u))\). This property clearly follows from the fact that

\[
\det \left( \frac{\partial (\tilde{I}, \tilde{I}', \ldots, \tilde{I}^{(n-2)})}{\partial (a_1, \ldots, a_{n-1})} \right)
\]

is nonzero at \((\tau, r) = (1, 0)\), i.e. at \( \tau = 1, (a_0, a_1, \ldots, a_n) = 0 \), which has been proven during the proof of Theorem 1.
Consider
\begin{equation}
\begin{aligned}
\dot{x} &= y, \\
\dot{y} &= \varepsilon^2 (\varepsilon B_0 - x) - y \left( f(x, b) + x^2 h(x, a) \right),
\end{aligned}
\end{equation}
with \( f(x, b) = x + \sum_{j=1}^{m} b_j x^{2j+1} \) and \( h(x, a) = \sum_{k=0}^{n} a_k x^{2k} \). Wherever we consider \( f(x, b) \), we will suppose that \( f(x)/x \) is strictly positive. As before, we intend to apply Proposition 1 by checking properties of the slow divergence integral of slow-fast cycles.

An extra complication arises in the context of classical Liénard equations when compared to the contexts of Theorem 1 or Theorem 2 in the setting of this section, the fast relation function, as defined in the layer equation at \( \varepsilon = 0 \), changes under influence of the perturbation parameter \( a \) (recall that \( b \) is fixed). We will hence not be able to give an explicit expression of the slow divergence integral, but we will work with the linearization of the slow divergence integral about \( a = 0 \), as will become clear in the proof below.

In order to better deal with the changing fast relation function, we prefer to change (24) by the equivalent system
\begin{equation}
\begin{aligned}
\dot{x} &= y - F(x) - x^3 H(x, a), \\
\dot{y} &= \varepsilon^2 (\varepsilon B_0 - x),
\end{aligned}
\end{equation}
where \( F(x) = \int_{0}^{x} f(s, b) ds \) (dropping the dependence on \( b \) in the notation of \( F \) and recalling that we keep \( b \) fixed), and
\[ H(x, a) := x^{-3} \int_{0}^{x} s^2 h(s, a) ds = \sum_{k=0}^{n} a_k \frac{x^{2k}}{2k+3}. \]

Given \( x_0 > 0 \), we define the slow-fast cycle \( \Gamma_{x_0}^{a} \), as the cycle composed of the fast part \( \{ y = y_0, F(x) + x^3 H(x, a) \leq y_0 \} \) and the slow part \( \{ y = F(x) + x^3 H(x, a), y \leq y_0 \} \), where \( y_0 = F(x_0) + x_0^3 H(x_0, a) \). Of course, \( \Gamma_{x_0}^{a} = \Gamma_{x_0}^{0} \). The fast part is a horizontal segment, ending to the right at \( (x_0, y_0) \) and starting to the left at \( (x_1(x_0, a), y_0) \), where
\[ F(x_1) + x_1^3 H(x_1, a) = F(x_0) + x_0^3 H(x_0, a), \quad x_1(x_0, 0) = -x_0. \]

Using implicit differentiation and employing the fact that \( F \) is even, one easily finds
\[ \frac{\partial x_1}{\partial a_i}(x, 0) = -\frac{2x^{3+2i}}{((2k+3)F'(x))^2}. \]

We now define the slow divergence integral
\[ I(x, a) = \int_{x_1(x, a)}^{x} \left( \frac{\partial}{\partial x} \left( F(x) + x^3 H(x, a) \right) \right)^2 dx. \]
We remark that \( I(x, 0) = \int_{-x}^{x} \frac{F'(x)^2}{x} dx = 0 \), again using the fact that \( F \) is even.

We write
\[ I(x, a) = \sum_{i=0}^{n} I_i(x) a_i + O(\|a\|^2). \]
We find
\[ I_i(x) = \frac{F'(x)^2}{x} \left( \frac{-2x^{3+2i}}{3+2i} \right) + \int_{-x}^{x} \frac{2F'(v)(3+2i)v^{2+2i}}{v} dv \]
(25)
\[ = -\frac{2}{3+2i} f(x)x^{2+2i} + 2 \int_{-x}^{x} f(v)v^{1+2i} dv. \]

Let us now calculate these integrals in detail using \( f(x) = \sum_{j=0}^{m} b_j x^{2j+1} \) (with the convention \( b_0 := 1 \)):
\[ I_i(x) = \sum_{j=0}^{m} b_j \left( -\frac{2}{3+2i} x^{2j+1} x^{2+2i} + 2 \int_{-x}^{x} v^{2j+1}v^{1+2i} dv \right) \]
\[ = \sum_{j=0}^{m} b_j \left( -\frac{2}{3+2i} + \frac{4}{2i + 2j + 3} \right) x^{2j+2i+3} \]
\[ = \frac{2}{2i + 3} x^{2i+3} \left( 1 + \sum_{j=1}^{m} b_j \frac{2i - 2j + 3}{2i + 2j + 3} x^{2j} \right). \]

We are now in a position to prove Theorem 3. First let \( x_0 > 0 \) be arbitrary, and let \( |b_j| < \delta \), where \( \delta \) is yet to be specified. This is the setting of part (i) of the theorem. If we let \( b = (b_1, \ldots, b_m) \), then \( \|b\| = O(\delta) \) and
\[ I_i(x) = \frac{2}{2i + 3} x^{2i+3} (1 + O(\delta)), \]
in the limit as \( x \) approaches some interval \([-M, M] \) containing \( x_0 \). Similarly, for arbitrary \( b \), we have the same property (26), provided we keep \( x_0 > 0 \) in a \( O(\delta) \)-neighbourhood of the origin. This is the setting of part (ii) of the theorem. In the remainder of the proof we only use property (26), this way giving the same proof for both parts of the theorem.

For \( \delta \) small enough, \( I_i(x_0) > 0 \), so by the Implicit Function Theorem we find
\[ a_0 = a_0(a_1, \ldots, a_n) \] such that \( I(x_0, a_0(a_1, \ldots, a_n), a_1, \ldots, a_n) = 0 \).

Even better, it is not hard to see that
\[ \frac{\partial(I, I', \ldots, I^{(n-1)})}{\partial(a_0, \ldots, a_{n-1})} = C + O(\delta), \]
for some nonzero constant \( C \). This shows, for \( \delta \) small enough, the existence of a curve
\[ a_0 = a_0(a_n), a_1 = a_1(a_n), \ldots, a_{n-1} = a_{n-1}(a_n) \]
in parameter space along which \( I(x, a) \) has a zero of multiplicity \( n \) at \( x_0 \). Of course, this curve lies inside the manifold \( a_0 = a_0(a_1, \ldots, a_n) \). The observation that
\[ \frac{\partial(I, I', \ldots, I^{(n)})}{\partial(a_0, \ldots, a_n)} \bigg|_{x=x_0,a=0} = C' + O(\delta) \]
for some \( C' \neq 0 \) should suffice to see that the multiplicity of the zero is not greater than \( n \) (again taking \( \delta \) small enough). Finally, we prove that \( I \) undergoes an
elementary catastrophe of codimension $n$, using the condition found in [GG73]: it suffices to prove
\[
\frac{\partial(I, I', \ldots, I^{(n-2)})}{\partial(a_1, \ldots, a_{n-1})} \neq 0
\]
along the curve \( \{a_i = a_i(a_n)\}_{i=0, \ldots, n} \). Again, for $\delta$ small enough, this is easy to see. This proves Theorem 3. □

**Remark.** In view of Proposition 1 one might believe that the condition on the \((b_j)\) would be that \( f(x) = 1 + \sum_{j=1}^{m} (2j + 2)b_j x^{2j} \) is strictly positive on \([-x_0, x_0]\). This condition expresses that the origin is the only turning point of the slow curve on the interval \( x \in [-x_0, x_0] \). It reveals not to be a sufficient condition to prove Theorem 3 using the method that has been employed above, explaining the further restrictions imposed in the statement.
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