UNIQUENESS OF REFLECTIONLESS JACOBI MATRICES AND THE DENISOV-RAKHMANOV THEOREM

CHRISTIAN REMLING

(Communicated by Walter Van Assche)

ABSTRACT. If a Jacobi matrix $J$ is reflectionless on $(-2, 2)$ and has a single $a_n$ equal to 1, then $J$ is the free Jacobi matrix $a_n \equiv 1, b_n \equiv 0$. The paper discusses this result and its generalization to arbitrary sets and presents several applications, including the following: if a Jacobi matrix has some portion of its $a_n$'s close to 1, then one assumption in the Denisov-Rakhmanov Theorem can be dropped.

1. Statement of results

A Jacobi matrix is a difference operator of the following type:

$$(Ju)_n = a_n u_{n+1} + a_{n-1} u_{n-1} + b_n u_n.$$ 

Here $a_n > 0$ and $b_n \in \mathbb{R}$, and we also always assume that $a, b$ are bounded sequences.

Alternatively, one can represent $J$ by a tridiagonal matrix with respect to the standard basis of $\ell^2(\mathbb{Z})$:

$$J = \begin{pmatrix}
\vdots & \cdots & \cdots & \cdots \\
& a_{-2} & b_{-1} & a_{-1} & \\
& b_{-1} & a_0 & b & a_1 \\
& a_{-1} & b_0 & a & b_1 & a_1 \\
& \vdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix}.$$ 

Half-line operators $J_+$, on $\ell^2(\mathbb{Z}_+)$, say, are defined similarly, by considering a suitable truncation of this matrix.

The case $a_n \equiv 1$ is of particular interest; these operators are called (discrete) Schrödinger operators.

The Denisov-Rakhmanov (DR) Theorem \cite{Denisov, Rakhmanov} says the following:

**Theorem 1.1** (\cite{Denisov}). Suppose that \(1) \sigma_{ess}(J_+) = [-2, 2] \) and \(2) \Sigma_{ac}(J_+) = [-2, 2] \). Then $a_n \to 1, b_n \to 0$ as $n \to \infty$.

Here $\Sigma_{ac}(J_+)$ denotes an essential support of the absolutely continuous part of the spectral measure $\nu_+$ of $J_+$; in other words, $\nu_+(\sigma)$ = 0 if and only if $|\sigma \cap \Sigma_{ac}| = 0$. Note that $\Sigma_{ac}$ is determined up to sets of Lebesgue measure zero.
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by this condition. The absolutely continuous spectrum, $\sigma_{ac}$, can be obtained from $\Sigma_{ac}$ by taking the essential closure (of an arbitrary representative).

In general, both assumptions of the DR Theorem are needed. However, in the Schrödinger case ($a_n \equiv 1$), assumption (2) can be dropped. This surprising result is due to Damanik, Hundertmark, Killip, and Simon [3].

In this paper we show that it is also possible to drop assumption (1) instead, and this in fact works in more general situations, not just for Schrödinger operators. The basic tool will be a simple, but perhaps also somewhat surprising, observation about reflectionless Jacobi matrices. Recall that a whole-line Jacobi matrix $J$ is called reflectionless on a Borel set $M \subset \mathbb{R}$ of positive Lebesgue measure if

$$\text{Re } g_n(t) = 0 \quad \text{for Lebesgue almost every } t \in M$$

and for all $n \in \mathbb{Z}$. Here $g_n(z) = \langle \delta_n, (J - z)^{-1}\delta_n \rangle$ is the Green function of $J$ at site $n$, and $g_n(t) = \lim_{y \to 0^+} g_n(t + iy)$; this limit exists for almost every $t \in \mathbb{R}$. See [11] for more information on reflectionless operators and why they are important.

We will denote the set of reflectionless (on $M$) Jacobi matrices by $\mathcal{R}(M)$.

**Theorem 1.2.** Suppose that $J \in \mathcal{R}(I)$ with $I = [B - 2A, B + 2A]$. Then $a_n \geq A$ for all $n \in \mathbb{Z}$. If $a_{n_0} = A$ for a single $n_0 \in \mathbb{Z}$, then $a_n = A$, $b_n = B$ for all $n \in \mathbb{Z}$.

Note that we do not make any assumptions on the spectral behavior of $J$ outside the interval $I$; the spectrum of $J$ could be much bigger than this set, and there is no restriction on the type of this additional spectrum (if present). $\mathcal{R}(I)$ is a large space, and it contains many familiar operators, for example solitons and all periodic operators whose spectrum contains $I$.

Theorem [1.2] implies the promised Schrödinger version of the DR Theorem without hypothesis (1). The proof is very easy if we follow the treatment of the DR Theorem that was given in [11]. The idea was to show that the $\omega$ limit set, defined as the collection of limit points $\lim S^n J_+$, consists of the free Jacobi matrix $(a_n \equiv 1, b_n \equiv 0)$ only. Here $S$ denotes the shift map, and we take limits with respect to pointwise convergence of the coefficients. Again see [11] for more background information.

So suppose now that $a_n \equiv 1$ and $\Sigma_{ac}(J_+) \supset [-2,2]$. Furthermore, suppose that there exists a subsequence $n_j \to \infty$ with bounded gaps (that is, $\text{sup}(n_{j+1} - n_j) < \infty$) so that $a_{n_j} \to 1$. Then

$$a_n \to 1, b_n \to 0 \quad (n \to \infty).$$

Here is another (related) immediate consequence of Theorem [1.2].

**Theorem 1.3.** Suppose that $\Sigma_{ac}(J_+) \supset [-2,2]$. Furthermore, suppose that there exists a subsequence $n_j \to \infty$ with bounded gaps (that is, $\text{sup}(n_{j+1} - n_j) < \infty$) so that $a_{n_j} \to 1$. Then

$$\lim_{n \to \infty} \inf a_n \geq A.$$

**Proof.** By [11] Theorem 1.4, every $J_0 \in \omega(J_+)$ satisfies $J_0 \in \mathcal{R}(I)$. By Theorem 1.4 this implies that $a_n(J_0) \geq A$ for all $n \in \mathbb{Z}$. If [11] did not hold, then there would be $\omega$ limit points whose coefficients violate this inequality. □
It was previously known that \( \liminf (a_1 \cdots a_n)^{1/n} \geq A \) in the situation of Theorem 1.4; see [4, Theorem 5.7] for a closely related statement and [12] for the use of potential theoretic tools in this context.

Theorem 1.2 also generalizes certain uniqueness results for ergodic operators from [4], but we will not make this explicit. Finally, by making use of basic continuity properties, we can formulate an Oracle Theorem type version of Theorem 1.2.

**Theorem 1.5.** Fix \( I \) as above and let \( R > |B| + 2A \). Then, for every \( \epsilon > 0 \) and \( L \in \mathbb{N} \), there exists \( \delta > 0 \) such that if \( J \in \mathcal{R}(I) \), \( \|J\| \leq R \), and \( a_{n_0} < A + \delta \) for some \( n_0 \in \mathbb{Z} \), then

\[
A \leq a_n < A + \epsilon, \quad |b_n - B| < \epsilon \quad (n_0 - L \leq n \leq n_0 + L).
\]

Notice that this is uniform in the sense that \( \delta \) depends on \( \epsilon, L, R, A \), but not on \( J \) (or \( n_0, B \)). The same statement is obtained for all sufficiently large \( n_0 \) if, instead of \( J \in \mathcal{R}(I) \), we just assume that \( \Sigma_{ac}(J_+) \supset I \); this variant immediately follows from [11, Theorem 1.4] again, which shows that \( \omega(J_+) \subset \mathcal{R}(I) \). Here is still another way of saying this: If \( \Sigma_{ac}(J_+) \supset I \) and \( a_{n_j} \to A \) along some subsequence \( n_j \to \infty \), then there are \( L_j \to \infty \) so that

\[
\lim_{j \to \infty} \sup \{ |a_k - A| + |b_k - B| : |k - n_j| \leq L_j \} = 0
\]

(if \( a_{n_0} \) is close to \( A \), then \( (a_n, b_n) \) are close to \( (A, B) \) on a long interval centered at \( n_0 \)). Clearly, Theorem 1.3 is an immediate consequence of this in turn; all these results are closely related.

We present the proofs of this and Theorem 1.2 in the following section. In the final section, we discuss a generalization of Theorem 1.2 where we replace the interval \( I \) by a general compact set. This yields a general version of Theorem 1.3 and this may be interpreted as a quantitative version of the theorem of Dombrowski and of Simon and Spencer [6, 13] on the absence of absolutely continuous spectrum. We discuss all this in Section 3.

### 2. Proof of Theorems 1.2 and 1.5

We will make use of the inverse spectral theory for reflectionless operators in the form presented in [9, 11] (but see also [2, 7, 14], among others, where such tools were used much earlier). We will review some aspects of this theory, but please also consult [9, 11, 14] for further details.

**Proof of Theorem 1.2.** By rescaling and shifting, it of course suffices to discuss the case \( A = 1, B = 0 \). So let \( J \in \mathcal{R}([-2, 2]) \). Consider its \( H \) function \( H(z) = -1/g_0(z) \) (compare [9, 11]) and the associated Krein function

\[
\xi(t) = \frac{1}{\pi} \lim_{y \to 0^+} \text{Im} \ln H(t + iy).
\]

Since \( J \) is reflectionless on \((-2, 2)\), we have that \( \xi = 1/2 \) on this set; see, for example, [9, Proposition 2.1]. Fix \( R > 0 \) so large that \( \sigma(J) \subset [-R, R] \). Then the exponential Herglotz representation of \( H \) reads

\[
H(z) = (z + R) \exp \left( \int_{-R}^R \frac{\xi(t) \, dt}{t - z} \right).
\]
The $H$ function $H_0(z) = \sqrt{z^2 - 4}$ of the free Jacobi matrix $a_n \equiv 1, b_n \equiv 0$ has a similar representation; here we can take $R = 2$, and, of course, $\xi_0(t) = \xi(t) = 1/2$ on $t \in (-2, 2)$. Thus

$$H(z) = H_0(z) h(z),$$

where

$$h(z) = \exp \left( \int_{-R}^{-2} \frac{\xi(t) - 1}{t - z} dt + \int_{2}^{R} \frac{\xi(t) dt}{t - z} \right).$$

As a Herglotz function, $H$ has a unique associated (finite, compactly supported) measure $\rho$; for example, we can obtain $\rho$ as the weak-$*$ limit

$$d\rho(t) = \frac{1}{\pi} \lim_{y \to 0^+} \text{Im} H(t + iy) dt.$$

Since $J \in \mathcal{R}([-2, 2])$, we have that $\text{Im} H(t) = |H(t)|$ almost everywhere on $(-2, 2)$, and this function is the density of $\pi \rho_{ac}$ on this set. The Jacobi matrices from $\mathcal{R}([-2, 2])$ are in one-to-one correspondence with the half-line spectral measures $\nu_+$ of the following type:

$$d\nu_+ = \frac{1}{2\pi} \chi_{(-2,2)}(t) d\rho_{ac}(t) + f(t) d\rho(t),$$

where $0 \leq f \leq 1$ and $f = 0$ on $(-2, 2)$. See [9] Section 2 and/or [11] Section 5. Rewrite this as

$$d\nu_+(t) = \frac{1}{2\pi} \chi_{(-2,2)}(t)|H(t)| dt + d\mu(t).$$

If $J = J_0$ is the free Jacobi matrix, then the corresponding measure is given by

$$d\nu_+^{(0)}(t) = \frac{1}{2\pi} \chi_{(-2,2)}(t)|H_0(t)| dt,$$

so we can also say that

$$d\nu_+(t) = |h(t)| d\nu_+^{(0)}(t) + d\mu(t).$$

Now by direct inspection of (2.2), we easily confirm that $|h(x)| \geq 1$ for $-2 < x < 2$; indeed, both integrals from the exponent are non-negative for these $z = x$. Thus

$$\nu_+(\mathbb{R}) \geq \nu_+^{(0)}(\mathbb{R}) = 1.$$

We have the general formula $\nu_+(\mathbb{R}) = a_0^2$; compare the discussion of formula (2.3) from [9] or see Sections 2.1 and 2.7 of [14]. This gives the inequality stated in Theorem 1.2 (for $n = 0$, but of course we can consider shifts of $J$ to obtain the statement for general $n \in \mathbb{Z}$). Moreover, if $a_0 = 1$, then $|h(x)| = 1$ almost everywhere on $x \in (-2, 2)$, but then another look at (2.2) reveals that $\xi = 1$ on $(-R, -2)$, $\xi = 0$ on $(2, R)$. So $h \equiv 1$ and thus $H = H_0$, $\nu_+ = \nu_+^{(0)}$, and since $\nu_+$ determines $J$, as mentioned earlier, we conclude that $J$ is the free Jacobi matrix $J_0$. $\square$

Proof of Theorem 1.5. To obtain Theorem 1.5 from this argument, notice that

$$\left\| \nu_+ - \nu_+^{(0)} \right\| = \nu_+(\mathbb{R}) - \nu_+^{(0)}(\mathbb{R}) = a_0^2 - 1.$$

This follows because (2.2) shows that $d\nu_+^{(0)} = q d\nu_+$ with $q \leq 1$. The map $\nu_+ \mapsto J$, restricted to those $\nu_+$ for which the corresponding $J \in \mathcal{R}(\mathcal{I})$ satisfies $\|J\| \leq R$, is uniformly continuous if we use a metric that induces the weak-$*$ topology on the $\nu_+$.
and pointwise convergence of the coefficients for the Jacobi matrices \( J \); explicitly, we may use the metric
\[
d(J, J') = \sum_{n \in \mathbb{Z}} 2^{-|n|} (|a_n - a'_n| + |b_n - b'_n|)
\]
on the image. See \[9\] Proposition 2.3] for these statements. Theorem 1.5 follows.

\[\square\]

3. Reflectionless operators on general sets

We now present a generalization of Theorem 1.2; instead of intervals \( I \), we now consider arbitrary compact sets \( K \). We will of course insist that \( K \) have positive Lebesgue measure; otherwise, the condition of being reflectionless on \( K \) becomes vacuous. We must first decide on a proper replacement for the Jacobi matrix with constant coefficients \( a_n = A, b_n = B \). It is natural to proceed as follows. For a compact set \( K \subset \mathbb{R} \), define
\[
\mathcal{R}_0(K) = \{ J \in \mathcal{R}(K) : \sigma(J) \subset K \}.
\]
This is a compact set itself if we again use the metric \( d \) from (2.5). If \( K = I = [B - 2A, B + 2A] \), then \( \mathcal{R}_0(K) \) consists of a single operator, the Jacobi matrix with constant coefficients.

Please see also \[8\] and especially \[9\] for a rather extensive discussion of various aspects of these spaces.

**Theorem 3.1.** Fix a compact set \( K \subset \mathbb{R} \) of positive Lebesgue measure. Then there exists a constant \( A = A(K) > 0 \) such that the following holds: If \( J \in \mathcal{R}(K) \), then \( a_n \geq A \) for all \( n \in \mathbb{Z} \). Moreover, if \( a_{n_0} = A \) for a single \( n_0 \in \mathbb{Z} \), then \( J \in \mathcal{R}_0(K) \) (and there are such minimizing operators \( J_0 \in \mathcal{R}_0(K) \) for which \( a_{n_0}(J_0) = A \)).

As we will see, this is easy to prove with the same methods. Note, however, that the minimizing \( J_0 \)'s can easily form a small subset of \( \mathcal{R}_0(K) \). There are simple examples (periodic operators) where most \( J \in \mathcal{R}_0(K) \) satisfy the strict inequalities \( a_n(J) > A \).

It would be interesting to investigate if one could also treat all operators from \( \mathcal{R}_0(K) \) on an equal footing, at least in certain well-studied cases (finite gap sets \( K \)). One could try to find a function \( F(a, b) \) of the coefficients that characterizes \( \mathcal{R}_0(K) \) among all operators from \( \mathcal{R}(K) \) in the sense that \( F(S^n a, S^n b) \geq F_0 \) for all \( J \in \mathcal{R}(K) \) and all \( n \in \mathbb{Z} \) (\( S \) denotes the shift), and we have equality for a single \( n_0 \in \mathbb{Z} \) precisely if \( J \in \mathcal{R}_0(K) \). This can reasonably be expected to hold only if \( K \) is an essentially closed set (consider solitons!).

Theorem 3.1 does include Theorem 1.2 as a special case, because, as discussed, if \( K = [B - 2A, B + 2A] \), then only the Jacobi matrix with constant coefficients \( a_n = A, b_n = B \) lies in \( \mathcal{R}_0(K) \).

**Proof.** We follow the strategy from Section 2, suitably adjusted. We can simply define
\[
A = \inf_{J \in \mathcal{R}_0(K)} a_0(J).
\]
Since \( \mathcal{R}_0(K) \) is a compact metric space and \( J \mapsto a_0(J) \) is a continuous map, \( A \) is actually a minimum. In particular, \( A > 0 \) (one can of course consider Jacobi matrices with zero \( a \)'s, but it is easy to see that such an operator cannot be reflectionless on a positive measure set).
almost every sequence is decreasing almost everywhere on $\mathbb{H}$. Moreover, if $\xi \neq 0$ we then have that $T_{\xi} : \mathbb{H} \to \mathbb{H}$ is easier. Modify $T_{\xi}$ to a new Krein function $\tilde{\xi}_n$, and we expect that $|\tilde{\xi}_n(x)| \leq |\tilde{\xi}(x)|$ for almost every $x \in \mathbb{R}$, because $|\tilde{\xi}_n(x)|$ goes down at each individual step.

To make this rigorous, it is best to work with the Hilbert transform

$$ (T_{\xi}x) = \lim_{y \to 0^+} \int_{|t-x| > |y|} \frac{\xi(t) dt}{t-x}; $$

here $R > 0$ is again chosen so large that $\sigma(J) \subset [-R,R]$. We use the following basic facts; please consult [11] for background information. The limit defining the Hilbert transform exists for almost every $x \in \mathbb{R}$, and

$$ |H(x)| = (x + R)e^{(T_{\xi}(x))} $$

almost everywhere. Moreover, if $\xi_n \to \xi$ in $L^2(-R,R)$, then also $T\xi_n \to T\xi$ in $L^2(\mathbb{R})$.

Now put $\tilde{\xi} = 1$ to the left of $K$, $\tilde{\xi} = 0$ to the right of $K$, and $\tilde{\xi} = \xi$ otherwise. It is obvious that $T_{\tilde{\xi}} \leq T_\xi$ (almost everywhere) on $K$. Let $\{I_n\}_{n \geq 1}$ be a complete list of the bounded components of $K^c$; if there are only finitely many components, then no limiting process is necessary and this part of the discussion becomes much easier. Modify $\xi$ on $I_1$ in the way described above to obtain $\tilde{\xi}_1$. As we saw earlier, we then have that $T_{\tilde{\xi}_1} \leq T_{\tilde{\xi}}$ almost everywhere on $K$. Continue in this way; construct $\tilde{\xi}_{n+1}$ from $\tilde{\xi}_n$ by modifying this function on $I_{n+1}$. Clearly, $\tilde{\xi}_n$ converges in $L^1(-R,R)$ (and thus in $L^2$, since $0 \leq \tilde{\xi}_n \leq 1$) to a limiting function $\tilde{\xi}_0$. The Hilbert transforms converge in $L^2(-R,R)$ and also pointwise almost everywhere on $K$: $(T_{\tilde{\xi}_n})_n \to (T_{\tilde{\xi}_0})_n$ (it is not necessary to pass to a subsequence because this sequence is decreasing almost everywhere on $K$). Hence $(T_{\tilde{\xi}_0})_n \leq (T\tilde{\xi})(x)$ for almost every $x \in K$. The Krein function $\tilde{\xi}_0$ is a step function on each gap $I_n$, and it jumps from 0 to 1 (or not at all). Moreover, $\tilde{\xi}_0 = 1/2$ on $K$, and $\tilde{\xi}_0 = 1$ to the left of $K$ and $\tilde{\xi}_0 = 0$ to the right of $K$. In [11], we introduced the notation $X(K)$ for the set of all Krein functions of this type, so we can summarize by writing $\tilde{\xi}_0 \in X(K)$.

The significance of $X(K)$ comes from the fact that $X(K)$ is exactly the collection
of Krein functions of operators from \( \mathcal{R}_0(K) \); see [3] Section 2 for this statement, especially the discussion of equation (2.6) of [9].

Recall that for any \( J \in \mathcal{R}(K) \), we have that

\[
\pi \rho_{ac}(K) = \int_K |H(x)| \, dx,
\]

where \( \rho \) refers to the measure associated with the \( H \) function of \( J \), as in (3.3). Thus, in terms of \( \rho \), what we have just shown says that if \( J \in \mathcal{R}(K) \), then there exists \( \xi_0 \in X(K) \) so that

\[
(3.1) \quad \rho_{ac}(K) \geq \rho_{ac}^{(0)}(K),
\]

where \( \rho^{(0)} \) is the measure associated with (the \( H \) function of) \( \xi_0 \). Now recall how the half-line spectral measures \( \rho_{+} \) were obtained from \( \rho \): We have that \( \rho_{+} = f \rho \), where \( f = 1/2 \) Lebesgue almost everywhere on \( K \) and \( 0 \leq f \leq 1 \), and every such \( f \) is admissible. Thus \( \rho_{+}(\mathbb{R}) \geq (1/2) \rho_{ac}(K) \). Moreover, if \( \xi_0 \in X(K) \) and we take \( f = 0 \) off the support of \( \rho_{ac}^{(0)} \), then the corresponding \( \rho_{+}^{(0)} = (1/2) \chi_K \rho_{ac}^{(0)} \) belongs to a Jacobi matrix \( J_0 \in \mathcal{R}_0(K) \). See again [9] Section 2 for this description of the spectral data of \( \mathcal{R}_0(K) \).

The upshot of all this is that (3.1) implies that for arbitrary \( J \in \mathcal{R}(K) \), there exists \( J_0 \in \mathcal{R}_0(K) \) so that

\[
\nu_{+}(\mathbb{R}) \geq \nu_{+}^{(0)}(\mathbb{R}).
\]

In other words, \( a_0(J) \geq a_0(J_0) \geq A \), as we wanted to show.

It remains to discuss the case of equality. Clearly, this can only happen if \( T \xi_0 = T \xi \) almost everywhere on \( K \) in the construction above, but at each individual step, when going from \( \xi_n \) to \( \xi_{n+1} \), the Hilbert transform will decrease strictly almost everywhere on \( K \) unless \( \xi_n = \xi_{n+1} \). Therefore, \( T \xi_0 = T \xi \) on \( K \) implies that \( \xi = \xi_0 \), and thus \( \xi \in X(K) \). Moreover, even for fixed \( \rho \), the half-line spectral measure \( \nu_{+}(\mathbb{R}) = a_\rho^2 \) is of course minimized only by \( \nu_{+} = (1/2) \chi_K \rho_{ac}^{(0)} \). As just explained, this implies that \( J \in \mathcal{R}_0(K) \).

Finally, here is the promised quantitative version of the result of Dombrowski and of Simon and Spencer [0, 14]. These authors show by a decoupling argument that \( \liminf a_n > 0 \) if \( \sigma_{ac}(J_+) \neq \emptyset \).

**Theorem 3.2.** Let \( M \subset \mathbb{R} \) be a bounded Borel set of positive Lebesgue measure. Then there exists a constant \( A = A(M) > 0 \) such that

\[
(3.2) \quad \liminf_{n \to \infty} a_n \geq A
\]

for every half-line Jacobi matrix \( J_+ \) with \( \Sigma_{ac}(J_+) \supset M \).

**Proof:** Fix a compact subset \( K \subset M \) of positive Lebesgue measure, and let \( A = A(K) > 0 \) be the constant from Theorem 3.1. Then \( a_n(J) \geq A \) for all (whole-line operators) \( J \in \mathcal{R}(M) \subset \mathcal{R}(K) \). Since \( \omega(J_+) \subset \mathcal{R}(M) \) by [11] Theorem 1.4, we obtain (3.2) from this. \( \square \)
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