ON INJECTIVE VON NEUMANN ALGEBRAS

G. RACHER

(Communicated by Marius Junge)

Abstract. Partially answering a question of A.Ya. Helemskii, we show that a von Neumann algebra is injective if and only if all its normal dual Banach left modules are 1-injective in the sense of the homology of Banach algebras. Nuclear $C^*$-algebras are characterized in a similar manner.

1. Introduction

Let $M$ be a unital Banach algebra. All Banach modules over $M$ will be assumed to be contractive and unital, and morphisms between them will be bounded linear maps commuting with the given actions. For any $a \in M$, let $L_a$ and $R_a$ be the corresponding left and right multiplication operators on $M$. With any Banach left $M$-module $X$ we associate a linear contraction $\alpha : X \to \mathcal{L}(M,X)$ by $(\alpha \xi)(x) = x\xi$, the action of $x \in M$ on $\xi \in X$, satisfying $\alpha(a\xi) = \alpha\xi \circ R_a$, for $\xi \in X$ and $a \in M$. $\mathcal{L}$ will denote the space of all bounded linear operators and $\hat{\otimes}$ the projective tensor product of Banach spaces.

The following definition, due to M.C. White, [22, Definition 3.2, p.161], is a quantitative version of A.Ya. Helemskii’s original definition; cf. [10, III. Definition 1.13, p.136] or [7, Definition 1.5, p.394].

Definition 1.1. Let $M$ be a Banach algebra, $X$ a Banach left $M$-module, and $c > 0$ a constant. $X$ is called $c$-injective if the following holds: Given any morphism $\iota$ of Banach left $M$-modules admitting a bounded linear left inverse $l$, there is for any morphism $\varphi$ into $X$ a morphism $\check{\varphi}$ such that $\varphi = \check{\varphi} \circ l$ and $\|\check{\varphi}\| \leq c\|\varphi\|\|l\|$

\[
\begin{array}{c}
Y_0 \xrightarrow{\iota} Y \xrightarrow{\varphi} Y_0 \\
\downarrow \check{\varphi} \downarrow \iota \\
X \xrightarrow{l} X = id_{Y_0}
\end{array}
\]

$X$ is called injective if there exists $\check{\varphi}$ satisfying just $\varphi = \check{\varphi} \circ l$. One obtains the definition of injective right and $A$-bimodules by replacing all morphisms and modules by their right and bi-versions, respectively.

The following criterion, also due to White, [22, Proposition 3.8, p.163], will be our main tool.
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**Criterion 1.2.** Let $M$ be a unital Banach algebra, $X$ a Banach $M$-module with action $\alpha$, and $c > 0$. $X$ is $c$-injective if and only if there is a bounded linear mapping $\lambda$ of norm $\|\lambda\| \leq c$,

$$X \xrightarrow{\alpha} \mathcal{L}(M,X) \xrightarrow{\lambda} X,$$

satisfying $\lambda(T \circ R_a) = a(\lambda T)$ and $\lambda(\alpha \xi) = \xi$, for all $\xi \in X$, $T \in \mathcal{L}(M,X)$ and $a \in M$. ■

**Example 1.3.** Let $M$ be a Banach algebra with unit 1. The space, $B(M,M)$, of bounded bilinear forms on $M$ is a Banach $M$-bimodule under the norm $\|V\| = \sup\{|V(x,y)| : \|x\| \leq 1, \|y\| \leq 1\}$, and the actions $(bVa)(x,y) = V(ax, yb)$, for $V \in B(M,M)$ and $a, b \in M$. Replacing $X$ by $B(M,M)$ in the diagram (1.1), we see that for any $\varphi$ the mapping $\tilde{\varphi}$,

$$\tilde{\varphi}(\eta)(x, y) = \varphi(l((y\eta)x))(1,1) \quad (\eta \in Y, (x, y) \in M \times M),$$

satisfies $\varphi = \tilde{\varphi} \circ \iota$ and $\|\tilde{\varphi}\| \leq \|\varphi\||l||$, so that the Banach $M$-bimodule $B(M,M)$ is 1-injective. ■

A von Neumann algebra $M$ acting on a Hilbert space $h$ is called injective if there is a bounded linear projection of norm 1 from $\mathcal{L}(h)$ onto $M$. In his papers [11] and [12], A.Ya. Helemskii discovered a deep relationship between the injectivity of a von Neumann algebra and the injectivity of some of its Banach modules. In particular, he proved in [12] Theorem, p.77, that all normal dual left Banach modules over an injective von Neumann algebra are injective in the sense of (1.1), leaving open the converse implication; cf. Problem 6 [13, p.164]. As a partial answer we have the following:

**Corollary 2.6.** A von Neumann algebra $M$ is injective if and only if all normal dual Banach left $M$-modules are 1-injective.

The constant 1 is significant in so far as it seems to be unknown at present whether the existence of any bounded linear projection from $\mathcal{L}(h)$ onto $M$ implies the injectivity of $M$; concerning this problem, see the papers by G. Pisier, [18], and E. Christensen and A.M. Sinclair, [4] and [5]. Helemskii further showed, [11] Theorem 3, p.558], that $M$ is injective if and only if its predual, $M_*$, is an injective $M$-bimodule. The following is more precise.

**Proposition 2.9.** A von Neumann algebra $M$ is injective if and only if its predual Banach $M$-bimodule $M_*$ is 1-injective.

In the same vein we have the following characterizations of nuclear $C^*$-algebras, equally related to Helemskii’s work; cf. [10] VII. Theorem 2.29, p.257 and [10] VII. Theorem 2.20, p.254, respectively.

**Proposition 3.2.** A $C^*$-algebra $A$ is nuclear if and only if all dual Banach left $A$-modules are 1-injective.

**Proposition 3.4.** A $C^*$-algebra $A$ is nuclear if and only if its dual Banach $A$-bimodule $A^*$ is 1-injective.
Our proofs use Haagerup’s characterization of injective von Neumann algebras, \cite{9}, and are, in fact, easy consequences of it. They are different from Helmskii’s and constitute therefore also new proofs of his theorems quoted above. Although we formulate and prove (2.6) and (3.2) only for left modules, these are valid also for right modules. Let us finally recall the theorem of A. Connes, according to which a von Neumann algebra \( M \) is injective if and only if it is the \( \sigma \)-weak closure of the union of an increasing net of finite-dimensional \( C^* \)-subalgebras, each of which contains the identity of \( M \), and that this property itself is equivalent to the amenability of \( M \) in the sense of Johnson-Kadison-Ringrose, again by a theorem of Connes, \cite{6}. For these and other equivalences we refer to Takesaki’s third volume, \cite{21}.

2. Injective von Neumann algebras

2.1. Let us start with some notation. Let \( M \) be a von Neumann algebra and \( \pi : M \otimes M \to M \) be its multiplication. The predual, \( M_* \), of \( M \) is a norm closed subspace of the Banach space dual, \( M^* \), of \( M \) consisting of the \( \sigma \)-weakly continuous linear functionals on \( M \); it is a Banach \( M \)-bimodule under the actions \((af)(x) = f(ax)\) and \((fa)(x) = f(ax)\), for \( f \in M_* \) and \( a, x \in M \). The bidual, \( M^{**} \), of \( M \) can be made into a von Neumann algebra containing \( M \) as a closed subalgebra which is \( \sigma \)-weakly, i.e. \( \sigma(M^{**}, M^*) \)-dense in it. There is a unique projection, \( z_0 \), in the centre of \( M^* \) such that \( M_* = M^* z_0 \); cf. \cite{20} III. Definition 2.13, p.127]. \( B(M, M) = (M \otimes M)^* \) is the Banach space of all bounded bilinear forms on \( M \), (1.3), and \( B_\sigma(M, M) \) is the closed subspace consisting of the separately \( \sigma \)-weakly continuous ones.

A Banach left \( M \)-module \( X \) will be called dual if there is a Banach right \( M \)-module \( X_* \), whose dual left module, \( (X_*)_\dual \), is isometrically isomorphic to \( X \). In this case, \( X \) is called normal if, for any \( \xi \in X \) and \( \varphi \in X_* \), the linear functional \( \xi \varphi \in M^* \), defined by \( \xi \varphi (x) = \xi (\varphi x) = (\xi \xi)(\varphi), x \in M \), actually belongs to \( M_* \). If \( X \) is any dual Banach left \( M \)-module, it becomes a left \( M^{**} \)-module under the action, given by B.E. Johnson in \cite{14} pp.16-17,

\[
\tilde{x} \xi (\varphi) = \tilde{\xi} (\varphi), \quad \tilde{x} \in M^{**}, \xi \in X \quad (\varphi \in X_*).
\]

This action extends the action of \( M \) on \( X \) and, for fixed \( \xi \in X \), the mapping \( \tilde{x} \mapsto \tilde{x} \xi, \tilde{x} \in M^{**} \), is \( \sigma \)-weak-weak* continuous from \( M^{**} \) into \( X \).

Let \( X \) be a dual Banach left \( M \)-module. For any bounded linear operator \( T : M \to X \), we denote by \( \hat{T} : M^{**} \to X \) its unique \( \sigma \)-weak-weak* continuous extension, defined by \( \hat{T} \tilde{x} (\varphi) = \tilde{x} (T^* \varphi), \) for \( \tilde{x} \in M^{**} \) and \( \varphi \in X_* \), having the same norm as \( T \). The idea for the following lemma stems from \cite{11} Lemma 2, p.559].

**Lemma 2.2.** Let \( M \) be a von Neumann algebra and \( X \) a normal dual Banach left \( M \)-module with predual \( X_* \). Defining, for any \( \varphi \in X_* \) and \( T \in \mathcal{L}(M, X) \),

\[
W_{\varphi, T} (\tilde{x}, \tilde{y}) = \langle \varphi, \tilde{x}(\hat{T}\tilde{y}) \rangle, \quad (\tilde{x}, \tilde{y}) \in M^{**} \times M^{**},
\]

\[
V_{\varphi, T} (x, y) = W_{\varphi, T} (xz_0, yz_0), \quad (x, y) \in M \times M,
\]

we have:

(i) The bounded bilinear forms \( W_{\varphi, T} \) and \( V_{\varphi, T} \) are separately \( \sigma \)-weakly continuous on \( M^{**} \) and \( M \), respectively, and of norm \( \leq \| \varphi \| \| T \| \) each;

(ii) \( V_{\varphi, T \circ R_a} = (1 \otimes R_a)^* V_{\varphi, T} \) and \((L_a \otimes 1)^* V_{\varphi, T} = V_{\varphi, T}, \) for \( a \in M \);

(iii) \( V_{\varphi, a \xi} = \pi^* (\xi \varphi), \) for \( \xi \in X \).
Proof of (i). Let us fix $\varphi \in X_*$, $T \in \mathcal{L}(M,X)$ and write $W_{\varphi,T} = W$ and $V_{\varphi,T} = V$. Fix $\tilde{y} \in M^{**}$: for any net $(\tilde{\alpha})$ $\sigma$-weakly converging to $\tilde{x}$ in $M^{**}$, the net $(\tilde{x}_\alpha, T(\tilde{\alpha}))$ converges weak* to $\tilde{x}(T\tilde{\alpha})$ s.t. $\lim W(\tilde{x}_\alpha, \tilde{y}) = W(\tilde{x}, \tilde{y})$. To prove the $\sigma$-weak continuity of $W$ in the second variable, we consider the bounded linear operator $w$,

$$w : M^{**} \to M^{***}, \quad (w\tilde{y})(\tilde{x}) = W(\tilde{x}, \tilde{y}) \quad (\tilde{x}, \tilde{y} \in M^{**}).$$

Since $W$ is $\sigma$-weakly continuous in the first variable, $w$ takes its values in $M^*$, and we will denote this operator by the same symbol $w : M^{**} \to M^*$, $w(\tilde{y}) = (T\tilde{y})\varphi$, $\tilde{y} \in M^{**}$. $w$ being weakly compact by a theorem of Akemann, [1, Corollary II.9, p.293], the image of the unit ball of $M^{**}$, $w(O(M^{**}))$, is relatively $\sigma(M^*, M^{**})$-compact, so that the restrictions of $\sigma(M^*, M^{**})$ and $\sigma(M^*, M)$ to $w(O(M^{**}))$ coincide. Fix $\tilde{x} \in M^{**}$: for any net $(\tilde{\alpha})$ in $O(M^*)$ $\sigma$-weakly converging to $\tilde{y}$, the net $((T\tilde{\alpha})\varphi)$ converges to $(T\tilde{\alpha})\varphi$ in $\sigma(M^*, M)$. From $w(\tilde{y}) = (T\tilde{y})\varphi$, $\tilde{y} \in M^{**}$, we conclude that $(w\tilde{y})_\alpha$ converges to $w\tilde{y}$ in $\sigma(M^*, M^{**})$, so that $\lim W(\tilde{x}, \tilde{y}) = \lim \langle w\tilde{y}_\alpha, \tilde{x} \rangle = \langle w\tilde{y}, \tilde{x} \rangle = W(\tilde{x}, \tilde{y})$, entailing the $\sigma$-weak continuity of $W$ in the second variable.

The separate $\sigma$-weak continuity of $V$ is easy. Let us fix, for instance, $x, y \in M$. Since for any $f \in M^*$, we have $fz_0 \in M_*$, the $\sigma$-weak convergence of $\langle y\alpha \rangle$ to $y$ in $M$ implies the $\sigma$-weak convergence of $\langle y\alpha z_0 \rangle$ to $yz_0$ in $M^{**}$ so that the continuity of $W$ in the second variable implies that $\lim V(x, y\alpha) = V(x, y)$. Certainly, the norms of $W$ and $V$ do not exceed $\|\varphi\|\|T\|$.

Proof of (ii). Fix $\varphi \in X_*$, $T \in \mathcal{L}(M,X)$, and $a \in M$. Since $(T \circ R_a)^\alpha(\tilde{y}) = T(\tilde{y}a), \tilde{y} \in M^{**}$, we have for any $(x,y) \in M \times M$,

$$V_{\varphi,T \circ R_a}(x,y) = W_{\varphi,T \circ R_a}(xz_0, yz_0) = \langle \varphi, xz_0 \cdot T(yz_0a) \rangle$$

$$= W_{\varphi,T}(xz_0, yz_0) = V_{\varphi,T}(x, ya)$$

$$= \langle 1 \circ R_a \rangle^* V_{\varphi,T}(x, y)$$

and

$$V_{\varphi,a,T}(x,y) = W_{\varphi,a,T}(xz_0, yz_0) = \langle \varphi, axz_0 \cdot T(yz_0) \rangle$$

$$= \langle \varphi, axz_0 \cdot T(yz_0) \rangle = W_{\varphi,T}(axz_0, yz_0)$$

$$= V_{\varphi,T}(ax, y) = (L_\varphi \otimes 1)^* V_{\varphi,T}(x, y).$$

Proof of (iii). Let $\varphi \in X_*$ and $\xi \in X$. With $\alpha : X \to \mathcal{L}(M,X)$ defined by $\alpha \xi(x) = x\xi$ for $x \in M$, we have $(\alpha \xi)^* = \xi \alpha$ for $\varphi \in X_*$, and hence $(\alpha \xi)^*(\tilde{x}) = \tilde{x}\xi$, the action of $\tilde{x} \in M^{**}$ on $\xi$. This gives, for any $(x,y) \in M \times M$,

$$V_{\varphi,\alpha \xi}(x,y) = W_{\varphi,\alpha \xi}(xz_0, yz_0) = \langle \varphi, xz_0 \cdot (\alpha \xi)^*(yz_0) \rangle$$

$$= \langle \varphi, xz_0 \cdot yz_0 \xi \rangle = \langle \varphi, z_0(xy\xi) \rangle$$

$$= \langle (xy\xi)\varphi, z_0 \rangle = \langle xy(\xi \varphi), z_0 \rangle$$

$$= \langle (\xi \varphi)z_0, xy \rangle = \langle \xi \varphi, xy \rangle$$

$$= (\xi \varphi) \circ \pi(x, y),$$

since, by the normality of $X$, $\xi \varphi \in M_*$ and therefore $(\xi \varphi)z_0 = \xi \varphi$. \(\blacksquare\)
2.3. Let \( \pi : M \hat{\otimes} M \to M \) be the multiplication of the von Neumann algebra \( M \). Its dual, \( \pi^* : M^* \to (M \hat{\otimes} M)^* = B(M, M) \), maps \( M_* \) into \( B_*(M, M) \), thus defining a map \( \pi_* : M_* \to B_*(M, M) \), \( \pi_* f(x, y) = f(xy) \), for \( f \in M_* \) and \( (x, y) \in M \times M \), the dual of which is \( (\pi_*)^* : B_*(M, M)^* \to M \). We have \( \pi_* (bf) = (L_a \hat{\otimes} R_b)^* (\pi_* f) \), for \( f \in M_* \) and \( a, b \in M \), such that \( \pi_* \) and \( (\pi_*)^* \) are \( M \)-bimodule morphisms.

**Proposition 2.4.** Let \( M \) be an injective von Neumann algebra. Then every normal dual Banach left \( M \)-module is \( 1 \)-injective.

**Proof.** Let \( X \) be a normal dual Banach left \( M \)-module, with predual \( X_* \) and action \( \alpha \xi (x) = x \xi \), for \( \xi \in X_* \) and \( x \in M \). By (1.2), it suffices to show that there exists a bounded linear map \( \lambda : \mathcal{L}(M, X) \to X \) of norm one satisfying \( \lambda (T \circ R_a) = a \lambda (T) \) and \( \lambda (\alpha \xi) = \xi \), for all \( \xi \in X, T \in \mathcal{L}(M, X) \) and \( a \in M \). Let \( I(M) \) be the set of isometries \( u \) in \( M \), \( u^* u = 1 \). Since \( M \) is injective, there exists by Haagerup’s Theorem 2.1, [9, p.306], a state \( m \) on \( \mathcal{L}^{\infty} (I(M)) \) such that, for any separately \( \sigma \)-weakly continuous bilinear form \( V \) on \( M \) and all \( a \in M \), we have

\[
\int V(au^*, u) \, dm(u) = \int V(u^*, ua) \, dm(u) \quad (V \in B_*(M, M), a \in M).
\]

By defining

\[
\omega(V) = \int V(u^*, u) \, dm(u) \quad (V \in B_*(M, M)),
\]

we obtain an element \( \omega \in B_*(M, M)^* \) of norm one and satisfying

\[
(L_a \otimes 1)^* \omega = (1 \otimes R_a)^* \omega, \quad (\pi_*)^* \omega = 1 \quad (a \in M);
\]

cf. the proof of Theorem 3.1 in [9, p.312]. (Effros calls \( \omega \) a normal virtual diagonal, [8, p.147], but Haagerup’s \( \omega \) has norm one.)

Now let \( V_{\varphi, T} \in B_*(M, M) \) be the bilinear form associated with \( \varphi \in X_* \) and \( T \in \mathcal{L}(M, X) \). (2.2). For \( T \) fixed, \( \varphi \mapsto \omega(V_{\varphi, T}) \) is a bounded linear functional on \( X_* \) of norm \( \leq \| T \| \), (2.2(i)), such that there exists an element \( \lambda T \in (X_*^*)^* = X \) of norm \( \| \lambda T \| \leq \| T \| \) given by

\[
(\lambda T)(\varphi) = \omega(V_{\varphi, T}) \quad (T \in \mathcal{L}(M, X), \varphi \in X_*).
\]

This defines a bounded linear map \( \lambda : \mathcal{L}(M, X) \to X \) of norm \( \leq 1 \) and having the properties stated above. Indeed, we have, for any \( a \in M \), by (2.2(ii)),

\[
\lambda (T \circ R_a)(\varphi) = \omega(V_{\varphi, T \circ R_a}) = \omega((1 \otimes R_a)^* V_{\varphi, T})
\]

\[
= \omega((L_a \hat{\otimes} 1)^* V_{\varphi, T}) = \omega(V_{\varphi a, T})
\]

\[
= (\lambda T)(\varphi a) = (a(\lambda T))(\varphi)
\]

and, for any \( \xi \in X \), by (2.2(iii)),

\[
\lambda(\alpha \xi)(\varphi) = \omega(V_{\varphi, \alpha \xi}) = \omega(\pi_* (\xi \varphi)) = \xi \varphi(1) = \xi(\varphi 1) = \xi(\varphi) \quad (\varphi \in X_*),
\]

since all modules were assumed to be unital. ■

2.5. The following lemma is proved in [19, 2.8. Lemma].

**Lemma.** Let \( M \) be a Banach algebra, \( X \) a Banach left \( M \)-module, and \( c > 0 \) a constant. If \( X \) is \( c \)-injective, there exists a bounded linear projection, \( P \), of norm \( \| P \| \leq c \), from \( \mathcal{L}(X) \) onto the subspace, \( \mathcal{L}_M(X) \), of \( M \)-module morphisms of \( X \).

**Corollary 2.6.** Let \( M \) be a von Neumann algebra. \( M \) is injective if and only if all normal dual Banach left \( M \)-modules are \( 1 \)-injective.
Proof. One direction has been proven in (2.4). The other one is proved in [19] 2.9. Corollary. Let us repeat, for convenience, the brief argument. By letting $M$ act on a Hilbert space $h$, $h$ becomes a normal dual left $M$-module. If it is 1-injective, then there is, by (2.5), a linear projection of norm 1 from $\mathcal{L}(h)$ onto $\mathcal{L}_M(h) = M'$, the commutant of $M$. Hence $M'$ is injective, and so is $M$; cf. [21] XV. Proposition 3.2(iii), p.174.

2.7. Apart from the constant, the following proposition has been alluded to by Helemskii in [11, p.558], just before “Proof of Theorem 1”.

**Proposition.** Let $M$ be a von Neumann algebra with predual $M_*$. $M$ is injective if and only if there is a bounded linear map $\lambda$,

$$M_* \overset{\pi_*}{\rightarrow} B_\sigma(M, M) \overset{\lambda}{\rightarrow} M_*,$$

satisfying $\lambda((L_a \hat{\otimes} R_b)^* V) = b(\lambda V)a$ and $\lambda(\pi_* f) = f$, for all $f \in M_*$, $V \in B_\sigma(M, M)$ and $a, b \in M$. If $M$ is injective, $\lambda$ can be chosen to be of norm one.

Proof. Let $M$ be injective and let $I(M)$ be the set of isometries in $M$. By Haagerup’s Theorem 2.1, Lemmata 2.2 and 2.3, [9] pp.306-308], there exists a state $m$ on $l^\infty(I(M))$ such that, for any $V \in B_\sigma(M, M)$ and $a \in M$,

$$\int V(au^*, u) \, dm(u) = \int V(u^*, ua) \, dm(u) \quad (V \in B_\sigma(M, M), a \in M),$$

and such that, for any $V \in B_\sigma(M, M)$, the linear functional $\lambda V$ on $M$,

$$\lambda V(x) = \int V(xu^*, u) \, dm(u) \quad (V \in B_\sigma(M, M), x \in M),$$

is $\sigma$-weakly continuous, i.e. $\lambda V \in M_*$. This defines a linear map $\lambda : B_\sigma(M, M) \rightarrow M_*$ of norm $\leq 1$ and having the stated properties. Indeed, for any $V \in B_\sigma(M, M)$ and $a \in M$, we have

$$\lambda((L_a \hat{\otimes} 1)^* V)(x) = \int (L_a \hat{\otimes} 1)^* V(xu^*, u) \, dm(u)$$

$$= \int V(axu^*, u) \, dm(u)$$

$$= (\lambda V)(ax)$$

and

$$\lambda((1 \hat{\otimes} R_a)^* V)(x) = \int (1 \hat{\otimes} R_a)^* V(xu^*, u) \, dm(u)$$

$$= \int (1 \hat{\otimes} R_a)^* V(u^*, ux) \, dm(u)$$

$$= \int V(u^*, uxa) \, dm(u)$$

$$= \int V(xau^*, u) \, dm(u)$$

$$= (\lambda V)(xa)$$

and, for any $f \in M_*$,

$$\lambda(\pi_* f)(x) = \int \pi_* f(xu^*, u) \, dm(u)$$

$$= \int f(x) \, dm(u)$$

$$= f(x) \quad (x \in M).$$
Conversely, let $\lambda : B_\sigma(M,M) \to M_*$ be any bounded linear map with the stated properties. Taking duals, we get a map $\lambda^*$,

$$M \xrightarrow{\lambda^*} B_\sigma(M,M)^* \xrightarrow{\pi_*} M,$$

satisfying $\lambda^*(axb) = (L_\sigma \otimes R_\sigma)^*(\lambda^*x)$ and $(\pi_*)^*(\lambda^*x) = x$, for any $x$ and $a, b$ in $M$, so that, with $1$ the unit element of $M$,

$$\omega = \lambda^*(1)$$

is a normal virtual diagonal for $M$; cf. [8, p.147], since $(\pi_*)^*\omega = (\pi_*)^*(\lambda^*1) = 1$ and

$$(L_\sigma \otimes 1)^*\omega = (L_\sigma \otimes 1)^*\lambda^*(1) = \lambda^*(a) = (1 \otimes R_\sigma)^*\lambda^*(1) = (1 \otimes R_\sigma)^*\omega \quad (a \in M).$$

By Effros’s Theorem 3.1, [8, p.147], it follows that every $\sigma$-weak-weak$^*$ continuous derivation from $M$ into any normal dual Banach $M$-bimodule is inner and, by Connes’s Theorem 1 [6, p.249], that $M$ is injective. (For another proof of the last implication, cf. [2] Corollary 4, p.235) or [3] Corollary 3.4, p.101.)

2.8. Let us recall that, for any von Neumann algebra $M$, $B(M,M)$ denotes the Banach space of all bounded bilinear forms on $M$ and $B_\sigma(M,M)$ denotes the closed subspace of separately $\sigma$-weakly continuous ones. Under the action $(L_\sigma \otimes R_\sigma)^*V(x,y) = V(ax, yb)$, for $V \in B(M,M)$ and $a, b \in M$, $B_\sigma(M,M)$ is a submodule of the Banach $M$-bimodule $B(M,M)$. The following is but a special case of [11] Lemma 2, p.559.

**Lemma.** Let $M$ be a von Neumann algebra. Then there exists a linear projection, $P_\sigma$, of norm one from $B(M,M)$ onto $B_\sigma(M,M)$ such that $P_\sigma \circ (L_\sigma \otimes R_\sigma)^* = (L_\sigma \otimes R_\sigma)^* \circ P_\sigma$, for all $a, b \in M$.

**Proof.** Let $V \in B(M,M)$. It follows from [10] Theorem 2.3 that there exists a unique separately $\sigma$-weakly continuous bilinear form $\tilde{V}$ on $M^{**}$, $\tilde{V} \in B_\sigma(M^{**}, M^{**})$, extending $V$ and being of the same norm. With $z_\sigma \in M^{**}$ being the central projection satisfying $M_* = M^{**}z_\sigma$, we define $P_\sigma$ on $B(M,M)$ by

$$P_\sigma V(x, y) = \tilde{V}(x z_\sigma, y z_\sigma) \quad (V \in B(M,M), (x,y) \in M \times M).$$

Since $P_\sigma V$ is separately $\sigma$-weakly continuous, cf. the last paragraph of the proof of (2.2(i)), we see that $P_\sigma V$ is a linear contraction from $B(M,M)$ into $B_\sigma(M,M)$ commuting with all $(L_\sigma \otimes R_\sigma)^*$. It remains to show that $\tilde{V} = P_\sigma V$; i.e. $\tilde{V}(x, y) = \tilde{V}(x z_\sigma, y z_\sigma)$, $x, y \in M$, for all $V \in B_\sigma(M,M)$.

Let $V \in B_\sigma(M,M)$. Fix $x \in M$, and let $V_x \in M^*$ be defined by $V_x(y) = \tilde{V}(x, y)$, $y \in M$. For any $\tilde{y} \in M^{**}$, we have, by choosing a net $(y_\sigma)$ in $M$ $\sigma$-weakly converging to $\tilde{y}$ in $M^{**}$,

$$V_x(\tilde{y}) = \lim V_x(y_\sigma) = \lim \tilde{V}(x, y_\sigma) = \tilde{V}(x, \tilde{y}) \quad (x \in M, \tilde{y} \in M^{**}),$$

by virtue of the $\sigma$-weak continuity of $\tilde{V}$ in the second variable. $V_x$ belonging to $M_*$, by assumption, implies that $V_x = (V_x)z_\sigma$, such that

$$\tilde{V}(x, \tilde{y}) = V_x(\tilde{y}) = \langle V_x z_\sigma, \tilde{y} \rangle = \langle V_x, z_\sigma \tilde{y} \rangle = \tilde{V}(x, y z_\sigma) \quad (x \in M, \tilde{y} \in M^{**}).$$

Now fix $\tilde{y} \in M^{**}$, and let $\tilde{V} \in M^{**}$ be defined by $\tilde{V}(\tilde{x}) = \tilde{V}(\tilde{x}, \tilde{y})$, $\tilde{x} \in M^{**}$. It follows from the two-step construction of $\tilde{V}$ (and the $\sigma$-weak continuity of $V$ in
the first variable) (cf. [16] Lemma 2.1, p.75) that the restriction of $\tilde{V}$ to $M$ is $\sigma$-

weakly continuous, such that $\tilde{V}(x, y) = \tilde{V}(xz_0, \hat{y})$, for all $x \in M$. For any $\tilde{x} \in M^{**}$, we therefore obtain, for any net $(x_\alpha)$ in $M$ $\sigma$-weakly converging to $\tilde{x}$ in $M^{**}$,

$$\tilde{V}(\tilde{x}, \tilde{y}) = \lim \tilde{V}(x_\alpha, \hat{y}) = \lim \tilde{V}(x_\alpha z_0, \hat{y}) = \tilde{V}(\tilde{x}z_0, \hat{y}) \quad (\tilde{x}, \tilde{y} \in M^{**}),$$

by virtue of the $\sigma$-weak continuity of $\tilde{V}$ in the first variable. With $\hat{y}z_0$ instead of

$\hat{y}$, we get $\tilde{V}(\tilde{x}, \hat{y}z_0) = \tilde{V}(\tilde{x}z_0, \hat{y}z_0)$ and finally

$$V(x, y) = \tilde{V}(x, y) = \tilde{V}(x, yz_0) = \tilde{V}(xz_0, yz_0) \quad (x, y \in M),$$

proving that $V = P_\sigma V$, for any $V \in B_\sigma(M, M)$.

\begin{proposition}
Let $M$ be a von Neumann algebra with predual $M_*$. $M$ is injective if and only if the Banach $M$-bimodule $M_*$ is 1-injective.
\end{proposition}

\begin{proof}
Let the $M$-bimodule $M_*$ be just injective. Since the $M$-bimodule morphism $\pi_* : M_* \to B_\sigma(M, M)$ (cf. (2.3)) admits a bounded linear left inverse, $l$, given by $lV(x) = V(x, 1)$, $x \in M$, there is, by (1.1), an $M$-bimodule morphism $\lambda$ completing the diagram

$$
\begin{array}{ccc}
M_* & \xrightarrow{\pi_*} & B_\sigma(M, M) \\
\downarrow{id_{M_*}} & & \downarrow{l} \\
M_* & \xrightarrow{\lambda} & M_*
\end{array}
$$

such that $\lambda \circ \pi_* = id_{M_*}$, implying the injectivity of $M$, by (2.7). For the other direction we will copy Helmski’s argument. [11] p.565]. So let $M$ be injective. By (2.7), there are an $M$-bimodule morphism $\lambda$ of norm one such that $\lambda \circ \pi_* = id_{M_*}$,

$$M_* \xrightarrow{\pi_*} B_\sigma(M, M) \xrightarrow{\lambda} M_*,$$

and, by (2.8), an $M$-bimodule projection $P_\sigma$ of norm one from $B(M, M)$ onto $B_\sigma(M, M)$, such that $(\lambda \circ P_\sigma) \circ (\pi^*|M_*) = id_{M_*}$,

$$M_* \xrightarrow{\pi^*|M_*} B(M, M) \xrightarrow{\lambda \circ P_\sigma} M_*.$$

$B(M, M)$ being 1-injective, by (1.3), the 1-injectivity of $M_*$ now follows easily using (1.1).
\end{proof}

3. Nuclear $C^*$-algebras

3.1. Let $A$ be a $C^*$-algebra and let, for any $a \in A$, $L_a$ and $R_a$ be the corresponding left and right multiplication operators on $A$. Identifying $(A \hat{\otimes} A)^*$ with $B(A, A)$, the space of bounded bilinear forms on $A$, the dual of the multiplication of $A$, $\pi : A \hat{\otimes} A \to A$, is a mapping $\pi^* : A^* \to B(A, A)$, $\pi^*f(x, y) = f(xy)$, $f \in A^*$, and satisfying $\pi^* \circ (L_a)^* = (L_a \hat{\otimes} 1)^* \circ \pi^*$, $\pi^* \circ (R_a)^* = (1 \hat{\otimes} R_a)^* \circ \pi^*$, $a \in A$, $\pi^* \circ (L_a \hat{\otimes} 1)^*V(x, y) = V(ax, y)$ and $(1 \hat{\otimes} R_a)^*V(x, y) = V(x, ya)$, for $V \in B(A, A)$ and $a \in A$.

A Banach left $A$-module $X$ is called dual if there is a Banach right $A$-module $X_*$ whose dual left module is isometrically isomorphic to $X$. We shall assume that $X$ is faithful such that the action $\alpha : X \to L(A, X)$, $\alpha(x) = x\xi$, $\xi \in X$, $x \in A$, is injective; cf. [7] p.390. This is equivalent to $X_*$ being essential, i.e. to the linear hull of the products $\varphi x$, $\varphi \in X_*$, $x \in A$, being dense in $X_*$. Let us recall that the Banach space bidual, $A^{**}$, of any $C^*$-algebra $A$ is a von Neumann algebra, the enveloping von Neumann algebra of $A$. By the theorem of
exists a virtual diagonal of norm one for Choi-Effros, [3], yielding the first one. To see the second, it suffices to assume \( a \in A \), \( \iota_A \) denoting the canonical embedding of \( A \) into \( A^{**} \). We are going to define for any dual Banach left \( A \)-module \( X \), with predual \( X_* \), a bounded linear map \( \lambda \) of norm \( \| \lambda \| = 1 \),

\[
X \xrightarrow{\alpha} \mathcal{L}(A, X) \xrightarrow{\lambda} X,
\]

satisfying \( \lambda(T \circ R_a) = a(\lambda T) \) and \( \lambda(a \xi) = \xi \) whenever \( \xi \in X \), \( T \in \mathcal{L}(A, X) \) and \( a \in A \).

For any \( \varphi \in X_* \) and \( T \in \mathcal{L}(A, X) \), let \( V_{\varphi, T} \) be defined by \( V_{\varphi, T}(x, y) = \langle \varphi, x(Ty) \rangle \), \( (x, y) \in A \times A \), such that \( V_{\varphi, T} \in B(A, A) \) is of norm \( \| V_{\varphi, T} \| \leq \| \varphi \| \| T \| \). For \( T \) fixed, the linear form \( \varphi \mapsto \omega(V_{\varphi, T}) \), \( \varphi \in X_* \), is bounded on \( X_* \) by \( \| T \| \) and determines therefore an element \( \lambda T \in (X_*)^* = X \) by

\[
(\lambda T)(\varphi) = \omega(V_{\varphi, T}) \quad (T \in \mathcal{L}(A, X), \varphi \in X_*),
\]

of norm \( \| \lambda T \| \leq \| T \| \). In this way, we obtain a linear contraction \( \lambda \) from \( \mathcal{L}(A, X) \) into \( X \) with the properties stated. To see this, we observe, as in (2.2(ii)), that for any \( a \in A \),

\[
\lambda(T \circ R_a)(\varphi) = \omega(V_{\varphi, T \circ R_a}) = \omega((1 \otimes R_a)^* V_{\varphi, T}) = \omega((L_a \otimes 1)^* V_{\varphi, T}) = \omega(V_{\varphi a, T}) = \lambda T(\varphi a) = (a(\lambda T))(\varphi),
\]

yielding the first one. To see the second, it suffices to assume \( \varphi \) to be of the form \( \varphi = \psi a \), for some \( \psi \in X_* \) and \( a \in A \), such that

\[
V_{\varphi, a \xi}(x, y) = \langle \varphi, x, a \xi(y) \rangle = \langle \varphi, x y \xi \rangle = \langle \psi, a(xy) \xi \rangle = \pi^*(L_a f)(x, y),
\]

with \( f \in A^* \) defined by \( f(x) = \langle \psi, x \xi \rangle \), \( x \in A \), and hence

\[
\lambda(a \xi)(\varphi) = \omega(V_{\varphi, a \xi}) = \omega(\pi^* \circ (L_a)^* f) = (L_a)^{**}(\pi^{**} \omega)(f) = f(a) = \xi(\varphi),
\]

yielding the second property. The 1-injectivity of \( X \) now follows from [7, Proposition 1.7, p.394].

For the converse, let \( A \) act in its universal representation on the Hilbert space \( h \) such that the \( \sigma \)-weak closure, \( \overline{\iota_A \text{ of } A} \), in \( \mathcal{L}(h) \) is isomorphic to \( A^{**} \). If the dual Banach left \( A \)-module \( h \) is 1-injective, there exists by (2.5) a linear projection of
norm one from \( L(h) \) onto \( L_A(h) = A' \), the commutant of \( A \), being equal to \( (A)' \), so that the commutant of \( A \) and hence of \( A^{**} \) is injective. This implies the injectivity of \( A^{**} \), [21] XV. Proposition 3.2 (iii), p.174, and therefore the nuclearity of \( A \), by [3] Theorem 3, p.144 or [21] XV. Theorem 3.3, p.175.

**Example 3.3.** For any \( C^\ast \)-algebra \( A \), the Banach \( A \)-bimodule, \( B(A,A), \) of bounded bilinear forms on \( A \) is 1-injective.

Indeed, let \( (e_\alpha) \) be an approximate unit for \( A \) of norm 1. Replacing in diagram (1.1) \( X \) by \( B(A,A) \), we define for any \( \alpha \) a map \( \varphi_\alpha : Y \to B(A,A) \) by \( \varphi_\alpha(\eta)(x,y) = \varphi(l(\eta yx))(e_\alpha,e_\alpha), \eta \in Y \) and \( x,y \in A \), such that \( \|\varphi_\alpha\| \leq \|\varphi\| \|l\| \|e_\alpha\|^2 \leq \|\varphi\| \|l\| \). Any weak *-accumulation value, \( \tilde{\varphi} \), of \( (\varphi_\alpha) \) in \( L(Y,B(A,A)) = (Y \hat{\otimes} (A \hat{\otimes} A))^* \) is an \( A \)-bimodule morphism of norm \( \|\tilde{\varphi}\| \leq \|\varphi\| \|l\| \), satisfying \( \tilde{\varphi} = \tilde{\varphi} \circ l \). To prove the last equation, we take a subnet \( (\epsilon_\beta) \) of \( (e_\alpha) \) such that

\[
\tilde{\varphi}(\eta)(x,y) = \lim \varphi(l(\eta yx))(\epsilon_\beta,\epsilon_\beta) \quad (\eta \in Y, (x,y) \in A \times A).
\]

We then have, for any \( \eta \in Y_0 \),

\[
\begin{align*}
\tilde{\varphi}(\eta)(x,y) &= \lim \varphi(l(\eta yx))(\epsilon_\beta,\epsilon_\beta) \\
&= \lim \varphi(l \circ l(y nx))(\epsilon_\beta,\epsilon_\beta) \\
&= \lim \varphi(y nx)(\epsilon_\beta,\epsilon_\beta) \\
&= \lim (y \varphi(\eta)x)(\epsilon_\beta,\epsilon_\beta) \\
&= \lim \varphi(\eta)(x \epsilon_\beta,\epsilon_\beta y) \\
&= \varphi(\eta)(x,y) \quad ((x,y) \in A \times A).
\end{align*}
\]

i.e. \( \tilde{\varphi} \circ l = \varphi \). The bimodule property of \( \tilde{\varphi} \) follows directly from its definition.

**Proposition 3.4.** Let \( A \) be a \( C^\ast \)-algebra. \( A \) is nuclear if and only if its dual Banach \( A \)-bimodule \( A^* \) is 1-injective.

**Proof.** Let us remark first of all that the \( A \)-bimodule morphism \( \pi^* : A^* \to B(A,A) \) admits, for any \( A \), a bounded linear left inverse \( l \). With \( (e_\alpha) \) an approximate unit for \( A \) of norm 1, we define, for any \( \alpha \), a linear contraction \( l_\alpha : B(A,A) \to A^* \) by \( l_\alpha V(x) = V(x,e_\alpha) \), \( V \in B(A,A) \) and \( x \in A \). Then every weak *-accumulation value, \( l \), of \( (l_\alpha) \) in \( L(B(A,A), A^*) = (B(A,A) \hat{\otimes} A)^* \) is a linear contraction from \( B(A,A) \) into \( A^* \) and satisfies, for some subnet \( (\epsilon_\beta) \) of \( (e_\alpha) \),

\[
(\pi^* f)(x) = \lim \pi^* f(x,\epsilon_\beta) = \lim f(x \epsilon_\beta) = f(x), \quad \text{for all } f \in A^* \text{ and } x \in A, \quad \text{s.t.} \quad l \circ \pi^* = id_{A^*}.
\]

If \( A^* \) is injective, there exists, by definition (1.1), an \( A \)-bimodule morphism \( \lambda \),

\[
\begin{array}{ccc}
A^* & \xrightarrow{\pi^*} & B(A,A) \\
\downarrow{id_{A^*}} & & \downarrow{l} \\
A^* & \xrightarrow{\lambda} & A^*
\end{array}
\]

such that \( \lambda \circ \pi^* = id_{A^*} \), \( \lambda \circ (L_a \hat{\otimes} 1)^* = (L_a)^* \circ \lambda \), and \( \lambda \circ (1 \hat{\otimes} R_a)^* = (R_a)^* \circ \lambda \) whenever \( a \in A \). Its dual map, \( \lambda^* : A^{**} \to B(A,A)^* \), maps the unit element 1 of \( A^{**} \) onto a virtual diagonal \( \omega = \lambda^*(1) \) for \( A \), since, as in the proof in (2.7),

\[
(L_a \hat{\otimes} 1)^{**} \omega = (L_a \hat{\otimes} 1)^{**} (\lambda^* 1) = \lambda^*(a) = (1 \hat{\otimes} R_a)^{**} (\lambda^* 1) = (1 \hat{\otimes} R_a)^{**} \omega \quad (a \in A)
\]

and

\[
\pi^{**} \omega = \pi^{**} (\lambda^* 1) = 1.
\]
It follows from Johnson's Theorem 1.3, [13, p.688], that $A$ is amenable and therefore nuclear, by [6, Corollary 2, p.249].

Let, conversely, $A$ be nuclear. By [9, Theorem 3.1, p.311], there exists a virtual diagonal for $A$ of norm one, i.e. an element $\omega \in B(A, A^*)$ of norm $\|\omega\| = 1$, satisfying $\omega \circ (L_a \hat{\otimes} 1)^* = \omega \circ (1 \otimes R_a)^*$ and $(L_a)^*(\pi^* \omega) = \iota_A(a)$, for all $a \in A$, $\iota_A$ denoting the canonical embedding of $A$ into $A^{**}$. Defining for any $V \in B(A, A)$, $\lambda V$ as in (2.7) by

$$
(\lambda V)(x) = \omega((L_x \hat{\otimes} 1)^* V) \quad (V \in B(A, A), x \in A),
$$

we obtain an element $\lambda V \in A^*$ of norm $\|\lambda V\| \leq \|V\|$, s.t. $\lambda$ defines a linear contraction,

$$
A^* \xrightarrow{\pi^*} B(A, A) \xrightarrow{\lambda} A^*
$$

satisfying $\lambda \circ (L_a \hat{\otimes} 1)^* = (L_a)^* \circ \lambda$, $\lambda \circ (1 \otimes R_a)^* = (R_a)^* \circ \lambda$ whenever $a \in A$, and $\lambda \circ \pi^* = id_{A^*}$. Indeed, we have for any $V \in B(A, A)$ and $a \in A$,

$$
\lambda((L_a \hat{\otimes} 1)^*V)(x) = \omega((L_x \hat{\otimes} 1)^*(L_a \hat{\otimes} 1)^*V)
$$

$$
= \omega((L_{ax} \hat{\otimes} 1)^*V)
$$

$$
= \lambda V(ax)
$$

$$
= ((\lambda V)a)(x) \quad (x \in A),
$$

and

$$
\lambda((1 \otimes R_a)^*V)(x) = \omega((L_x \hat{\otimes} 1)^*(1 \otimes R_a)^*V)
$$

$$
= \omega((1 \otimes R_a)^*(L_x \hat{\otimes} 1)^*V)
$$

$$
= \omega((L_a \hat{\otimes} 1)^*(L_x \hat{\otimes} 1)^*V)
$$

$$
= \omega((L_{xa} \hat{\otimes} 1)^*V)
$$

$$
= \lambda V(xa)
$$

$$
= (a(\lambda V))(x) \quad (x \in A),
$$

and finally, for $f \in A^*$,

$$
\lambda(\pi^* f)(x) = \omega((L_x \hat{\otimes} 1)^* \pi^* f)
$$

$$
= \omega(\pi^*(L_x)^* f)
$$

$$
= \langle f, (L_x)^* (\pi^* \omega) \rangle
$$

$$
= f(x) \quad (x \in A).
$$

$B(A, A)$ being 1-injective, by (3.3), the 1-injectivity of $A^*$ now follows directly from definition (1.1). □

4. Some Remarks

4.1. Let $M$ be an injective von Neumann algebra, $X$ a normal dual Banach left $M$-module and $\lambda : \mathcal{L}(M, X) \rightarrow X$ the left inverse of the action, $\alpha$, of $M$ on $X$, as constructed in (2.3). For any $T \in \mathcal{L}(M, X)$, $AT$ is contained in the weak* closed convex hull of the vectors $(uz_0)^* \overline{T}(uz_0)$, $u \in I(M)$, the isometries in $M$, with $z_0$ being the central projection in $M^{**}$ projecting $M^*$ onto $M_*$. Indeed, if this were not the case, there would exist $T \in \mathcal{L}(M, X)$, $\varphi \in X_*$ and a real number $c$ such that

$$
Re \langle \varphi, (uz_0)^* \overline{T}(uz_0) \rangle \leq c < Re \langle \varphi, \lambda T \rangle \quad (u \in I(M)),
$$
contrary to the definition of $\lambda T$,

$$
\langle \varphi, \lambda T \rangle = \int_{I(M)} \langle \varphi, (u z_0)^* \overline{T}(u z_0) \rangle \, dm(u).
$$

4.2. Let $A$ be a nuclear $C^*$-algebra, $X$ a dual Banach left $A$-module and $\lambda : \mathcal{L}(A,X) \to X$ the left inverse of the action, $\alpha$, of $A$ on $X$, as constructed in (3.2). For any $T \in \mathcal{L}(A,X)$, $\lambda T$ is contained in the weak*-closed convex hull of $\{a^* (Ta) : a \in A, \|a\| \leq 1\}$.

Let, for $T \in \mathcal{L}(A,X)$, $\tau : A \hat{\otimes} A \to X$ be defined by $\tau(x \otimes y) = x(Ty)$, $x$ and $y$ in $A$, such that for its weak*-weak*-continuous extension $\overline{\tau} : (A \hat{\otimes} A)^{**} \to X$ we have $\overline{\tau}(\omega) = \lambda T$, $\omega$ a virtual diagonal for $A$. Since, by [9, Theorem 3.1, p.311], $\omega$ can be chosen in $w^* - co\{a^* \otimes a : \|a\| \leq 1\}$, we obtain $\lambda T \in w^* - co\{\overline{\tau}(a^* \otimes a) = a^*(Ta) : \|a\| \leq 1\}$.

4.3. Let $A$ be an amenable Banach algebra. If $A$ has a virtual diagonal of norm $d$, then every faithful dual Banach left $A$-module is $d$-injective. The qualitative part is a theorem of Helemskii, [10, VII. Theorem 2.29, p.257], and the quantitative part follows immediately from the first half of the proof of (3.2).

4.4. Let $A$ be a Banach algebra with a bounded two-sided approximate unit of norm $c$. Then $A$ is amenable if and only if its dual Banach $A$-bimodule $A^*$ is injective; cf. [10] VII. Theorem 2.20, p.254] and [10] VII. Theorem 1.14, p.243]. If $A$ has a virtual diagonal of norm $d$, then $A^*$ is $c^2d$-injective.

The proof of (3.3) shows that the $A$-bimodule $B(A,A)$ is $c^2$-injective. $\omega$ being a virtual diagonal for $A$ of norm $\|\omega\| = d$, we see, as in the proof of (3.4), that $A^*$ is $c^2d$-injective.

4.5. In contrast to (2.6), it does not seem possible to detect the injectivity of a von Neumann algebra within the category of its operator left modules and completely bounded (c.b.) morphisms. Indeed, let $A$ be any unital $C^*$-algebra acting on a Hilbert space $h$ and $h_c$ be the associated column operator space s.t. $h_c$ becomes an operator left $A$-module. Then for any completely isometric morphism $\iota$ between operator left $A$-modules $Y_0$ and $Y$ and any c.b. left $A$-morphism $\varphi$ there is a c.b. left $A$-morphism $\tilde{\varphi}$ s.t. $\varphi = \tilde{\varphi} \circ \iota$ and $\|\varphi\|_{cb} = \|\tilde{\varphi}\|_{cb}$,

$$
\begin{array}{ccc}
Y_0 & \overset{\iota}{\longrightarrow} & Y \\
\varphi \downarrow & & \downarrow \tilde{\varphi} \\
h_c & & h_c
\end{array}
$$

cf. Proposition 5.7 in [17] p.377. This remark originates from a question of the referee, and I am very grateful to Professor Z-J. Ruan for providing me with the answer.
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