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Abstract. We present a new proof and extension of the classical Sylvester Inertia Theorem to a pair of non-Hermitian matrices which satisfies the property that any real linear combination of the pair has only real eigenvalues. In the proof, we embed the given problem in a one-parameter family of related problems and examine the eigencurves of the family. The proof requires only elementary matrix theory and the Intermediate Value Theorem. The same technique is then used to extend Johnson’s extension of Sylvester’s Theorem on possible values of the inertia of a product of two matrices.

1. Introduction

For $n > 1$, let $M_n(\mathbb{C})$ denote the $n \times n$ matrices over the complex numbers $\mathbb{C}$. For $A \in M_n(\mathbb{C})$ the inertia $i(A)$ of $A$ is defined to be the integer triple $i(A) = (\pi(A), \nu(A), \delta(A))$ denoting the number of eigenvalues of $A$ with positive, negative, or zero real parts, respectively, counting multiplicity. The real inertia $i_r(A) = (\pi_r(A), \nu_r(A), \delta_r(A))$ is defined in a similar way, but only real eigenvalues are counted. Obviously,

\begin{align}
\pi_r(A) &\leq \pi(A), \quad \nu_r(A) \leq \nu(A), \quad \delta_r(A) \leq \delta(A), \\
\pi(A) + \nu(A) + \delta(A) &= n.
\end{align}

In this paper, we are mostly interested in matrices with only real eigenvalues. In this situation, the inertia and real inertia of $A$ are identical.

The best known classical inertia theorem is that of Sylvester [6]:

**Theorem 1** (Sylvester 1852). If $P$ is positive definite and $A$ is Hermitian, then all eigenvalues of $PA$ are real and $i(PA) = i(A)$. 
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When $A$ is invertible, Sylvester’s Theorem is subsumed in a result of Johnson [5] which characterizes all possible values of the inertia of the product of two invertible Hermitian matrices. Johnson’s Theorem is a special case of Theorem 3 in Section 4 for non-Hermitian matrices.

In this paper, we extend Sylvester’s and Johnson’s Theorems to certain pairs of non-Hermitian matrices, but our main emphasis is on the proofs. These are new and novel and consist of embedding the problem in a one-parameter family of problems and then using the eigencurves of these families to prove the theorems. A similar technique has been used before by Kong, Wu and Zettl, [4], to study left-definite Sturm-Liouville problems of second-order ordinary differential equations, a work that inspired the current one.

Another novel feature of these proofs is that they are elementary but use both algebra and analysis. One of the well-known proofs of Sylvester’s result, due to Wimmer [7], uses the minimax characterization of the eigenvalues of Hermitian matrices. Since our result deals with non-Hermitian matrices, this variational approach is not applicable.

Let us first define a certain property for a pair of matrices:

$$\text{(R): A pair of matrices } (A, B) \text{ in } M_n(\mathbb{C}) \text{ is said to satisfy hypothesis (R), or just simply (R), if for each } t \in \mathbb{R}, \text{ all eigenvalues } \lambda_j(t), j = 1, 2, \ldots, n \text{ of the matrix } (A - tB) \text{ are real.}$$

Note that if $(A, B)$ satisfies (R), then $(B, A)$ and $(A + \alpha B + \beta I, B)$, for any $\alpha, \beta \in \mathbb{R}$, also satisfy (R).

Any pair of Hermitian matrices satisfies (R). The converse is not true, as the simple example below shows:

$$A = \begin{bmatrix} 0 & 1 \\ 2 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.$$  

We refer to $\lambda_j(t)$ as the eigencurves of $A - tB$. When ordered in ascending order,

$$\lambda_1(t) \leq \lambda_2(t) \leq \cdots \leq \lambda_n(t), \quad t \in \mathbb{R},$$

they are continuous functions of $t$, defined for all $t \in \mathbb{R}$. Two curves may touch but not cross each other, in the sense that one curve that starts above another one always remains above the latter, except possibly at points where the two curves touch each other.

To help visualize these curves, Figure 1 shows the plot of a special example:

$$A = \begin{bmatrix} 3 & 1 & 0 & 0 \\ 1 & 1 & 1 & 0 \\ 0 & 1 & -1 & 1 \\ 0 & 0 & 1 & -5 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 0 & 3 & 0 \\ 0 & 0 & 0 & 4 \end{bmatrix}.$$  

The two dashed lines are the $t$ and $\lambda$ axes. The four solid curves are the eigencurves. At first sight, one tends to think that there is one curve $AH$ that diagonally cuts across the other three curves, $BIE$, $CJF$, and $DKG$. In fact, the correct interpretation is that $\lambda_1$ is made up of the two parts $DK$ and $KH$, $\lambda_2$ is $CJFG$, $\lambda_3$ is $BIJF$, and $\lambda_4$ is $AIE$.  

2. Extending Sylvester’s theorem to non-Hermitian matrices

Our first result extends Sylvester’s Theorem to pairs of matrices that satisfy (R). Indeed, if we take $A$ and $B$ in the next theorem to be Hermitian and $B^{-1} = P$, then it reduces to Sylvester’s result.

**Theorem 2.** Let $A, B \in M_n(\mathbb{C})$. If $(A, B)$ satisfies (R) and all eigenvalues of $B$ are positive, then all eigenvalues of $B^{-1}A$ are real and

$$i(B^{-1}A) = i(AB^{-1}) = i(A).$$

**Proof.** $B^{-1}A$ and $AB^{-1} = B(B^{-1}A)B^{-1}$ have the same eigenvalues because they are similar matrices.

For each $t \in \mathbb{R}$ consider the family of matrix eigenvalue problems

$$(A - tB)u = \lambda u,$$  \hspace{1cm} (2.2)

where $u$ is a column vector of length $n$. Let $\lambda_j(t)$, $j = 1, 2, \ldots, n$, denote the eigencurves of (2.2), arranged in nondecreasing order.

When one of these curves, say, $\lambda_1(t)$, crosses the $t$-axis, say, at $t = t_1$, it means that $\lambda_1(t_1) = 0$. Hence, there exists an eigenvector $u$ such that $(A - t_1B)u = 0$, and hence $(B^{-1}A - t_1I)u = 0$. In other words, $t_1$ is an eigenvalue of $B^{-1}A$. The same arguments show that, conversely, every real eigenvalue of $B^{-1}A$ is given by a zero of one of the curves $\lambda_i(t)$. In other words, the set of all real eigenvalues of $B^{-1}A$ is equal to the set of all zeros of the functions $\lambda_i(t)$, $i = 1, \ldots, n$.

When $t$ is negatively very large, $A - tB$ is dominated by $-tB$ and so the eigenvalues of the former are dominated by those of the latter, which are all positive. This implies that the $\lambda_i(t)$ are positive when $t \to -\infty$. Likewise, when $t \to \infty$, the $\lambda_i(t)$ are dominated by the eigenvalues of $-tB$ and so are negative. By the Intermediate Value Theorem, each curve $\lambda_i(t)$ must intersect the $t$-axis at least once. It follows that $B^{-1}A$ must have at least $n$ real eigenvalues. Since $B^{-1}A$ cannot have more than $n$ eigenvalues, we conclude that it must have exactly $n$ real eigenvalues and each $\lambda_i(t)$ must intersect the $t$-axis exactly once.
In order to show that \( i(B^{-1}A) = i(A) \), we need to exhibit a one-to-one correspondence between the negative, zero, and positive eigenvalues, respectively, of the two matrices. The eigencurves intersect the \( \lambda \)-axis at the points \( \lambda_1(0), \ldots, \lambda_n(0) \). These are the eigenvalues of \( A \). Suppose \( \lambda_i(0) \) is negative. Since \( \lambda_i(t) > 0 \) for \( t \) near \(-\infty\), the Intermediate Value Theorem shows that the curve \( \lambda_i(t) \) must intersect the \( t \)-axis at some negative \( t \), which is a negative eigenvalue of \( B^{-1}A \). Likewise, if \( \lambda_i(0) \) is positive, since \( \lambda_i(t) < 0 \) for \( t \) near \( \infty \), the curve \( \lambda_i(t) \) must intersect the \( t \)-axis at some positive \( t \), giving rise to a positive eigenvalue of \( B^{-1}A \). Finally, if \( \lambda_i(0) = 0 \), then obviously 0 itself is an eigenvalue of \( B^{-1}A \).

**Corollary 1.** If \( (A, B) \) satisfies \( (R) \), and \( \beta_0 \) is the smallest eigenvalue of \( B \), then

\[
(2.3) \quad i((B + \beta I)^{-1}A) = i(A) \quad \text{for all } \beta > \beta_0.
\]

3. Remarks on the property \( (R) \)

The following simple example shows that if property \( (R) \) is not satisfied, the conclusion of Theorem 2 may not hold:

\[
(3.1) \quad A = \begin{bmatrix} 10 & 5 \\ 8 & 7 \end{bmatrix}, \quad i(A) = (2, 0, 0)
\]

because the two eigenvalues of \( A \) are 2 and 15;

\[
(3.2) \quad B = \begin{bmatrix} 1 & 10 \\ 0 & 1 \end{bmatrix}, \quad B^{-1}A = \begin{bmatrix} -70 & -65 \\ 8 & 7 \end{bmatrix}, \quad i(B^{-1}A) = (0, 2, 0)
\]

because the two eigenvalues of \( B^{-1}A \) are \(-0.4798\) and \(-62.5202\).

It is a natural and interesting question to ask for easily verifiable criteria for pairs of matrices to satisfy \( (R) \). Since eigenvalues are invariant under similarity transformation, namely, that \( A - tB \) and \( T^{-1}(A - tB)T \) have the same eigenvalues for any invertible matrix \( T \), we may assume without loss of generality that \( B \) has been reduced to its Jordan form. In the case of real \( 2 \times 2 \) matrices, the above question can be answered completely.

**Lemma 1.** Suppose that \( A \) and \( B \) are \( 2 \times 2 \) matrices and \( B \) is either in diagonal or upper triangular Jordan form. The pair \( (A, B) \) satisfies \( (R) \) if and only if one of the following three cases holds:

1. \( B \) is a multiple of the identity matrix and both eigenvalues of \( A \) are real.
2. \( B \) is a diagonal matrix with distinct diagonal elements and \( a_{12}a_{21} \geq 0 \).
3. \( B = \begin{bmatrix} b & 1 \\ 0 & b \end{bmatrix} \) and \( A \) is upper triangular.

**Proof.** This follows from the elementary fact that a \( 2 \times 2 \) matrix \( M = (m_{ij}) \) has real eigenvalues if and only if \((m_{11} - m_{22})^2 + 4m_{12}m_{21} \geq 0\). We leave the details of the proof to the readers. \( \square \)

The problem of characterizing property \( (R) \) for higher dimensions is open. Some simple sufficient conditions can be derived from the following known result.
Lemma 2. For \( n > 2 \), consider a real tridiagonal matrix:

\[
J = \begin{bmatrix}
a_1 & \bar{a}_1 & 0 \\
\bar{a}_1 & a_2 & \bar{a}_2 \\
0 & \bar{a}_2 & a_3 \\
& \ddots & \ddots & \ddots \\
& & 0 & \bar{a}_{n-1} & a_{n-1} \\
& & & \bar{a}_{n-1} & a_n
\end{bmatrix}.
\]

Assume either

\[
\bar{a}_k a_k > 0, \quad \forall k = 1, 2, \ldots, n - 1,
\]

or

\[
\bar{a}_k a_k < 0, \quad \forall k = 1, 2, \ldots, n - 1.
\]

Then all the eigenvalues of \( J \) are real and distinct.

Proof. See Gantmacher and Krein [2], pp. 67-68. The proof makes use of the characteristic equations of successive principal submatrices of \( J \). \( \square \)

Matrices of the form (3.3) are studied in [2] in connection with the oscillation of mechanical systems and are closely related to the Sturm-Liouville theory of second-order ordinary differential equations.

The assertion that all eigenvalues of \( J \) are real can also be deduced from the classical Sylvester Theorem and the easily proven fact that \( J \) can be written as the product \( DH \) of an appropriate diagonal matrix \( D \) and a Hermitian tridiagonal matrix \( H \).

Corollary 2. If the strict inequalities in (3.4) and (3.5) are replaced respectively by \( \geq \) and \( \leq \), i.e.,

\[
\bar{a}_k a_k \geq 0, \quad \forall k = 1, 2, \ldots, n - 1,
\]

or

\[
\bar{a}_k a_k \leq 0, \quad \forall k = 1, 2, \ldots, n - 1.
\]

then all the eigenvalues of \( J \) are real (but may not be distinct).

Proof. This follows easily from Lemma 1 by a continuity argument. \( \square \)

Corollary 3. Suppose that \( J \) has the form (3.3) satisfying either (3.6) or (3.7), and \( B \) has an analogous form satisfying

\[
\bar{a}_k b_k = a_k \bar{b}_k, \quad \forall k = 1, 2, \ldots, n - 1.
\]

Then \( (J, B) \) satisfies (R).

Note that (3.8) is satisfied if \( \bar{b}_k = b_k = 0 \). In particular, it is satisfied for all \( k \) if \( B \) is diagonal. In other words, if \( J \) satisfies (3.6) or (3.7) and \( B \) is diagonal, then \( (J, B) \) satisfies (R).

Corollary 1 has the following extension.

Lemma 3. Let \( J \) satisfy the hypothesis of Corollary 2, i.e., it has the form (3.3) and either (3.6) or (3.7) holds. Let \( f : \mathbb{R} \to \mathbb{R} \) be any scalar function and \( K \) any matrix such that \( K - f(J) \) is diagonal. Then all eigenvalues of \( K \) are real.
Proof: First let us assume that the more stringent condition (3.4) or (3.5) holds. As mentioned above, \( J = DH \) can be represented as the product of a nonsingular diagonal matrix \( D \) and a Hermitian matrix \( H \). It is easy to see that any positive power of \( J \) (and hence, any polynomial and any function of \( J \)) is \( D \) times a Hermitian matrix. Let \( f(J) = DH_1 \) for some Hermitian matrix \( H_1 \). By assumption, \( K = f(J) + D_1 = D(H_1 + D_2) = DH_2 \), where \( D_1 \) is diagonal, \( D_2 = D^{-1}D_1 \) is also diagonal, and \( H_2 = H_1 + D_2 \) is Hermitian. By the classical Sylvester Theorem, all eigenvalues of \( DH_2 \) are real. The general case in which only the weaker condition (3.6) or (3.7) is assumed to hold can be deduced by a continuity argument.

In the above proof we notice the simple fact that if a pair of matrices \((A, B)\) (has the representation \((PH_1, PH_2)\), where \(P\) is a positive definite matrix and \(H_1\) and \(H_2\) are Hermitian matrices, then the pair satisfies \((R)\). In such a situation, we do not really need to rely on Theorem 1 to arrive at the conclusion (2.1) because now \( B^{-1}A = (PH_2)^{-1}PH_1 = H_2^{-1}H_1 \) and we can invoke the classical Sylvester’s Theorem instead.

This observation raises the question: Are all pairs of matrices \((A, B)\) that satisfy \((R)\) representable in this way? If the answer to this question is affirmative, the extension of Sylvester’s result would have actually been vacuous.

Referring to Lemma 1, in the \(2 \times 2\) case, apart from the more or less trivial cases (1) and (3), the generic case (2) does lead to an affirmative answer to the above question. Hence, for dimension 2, Theorem 2 has actually not added much value to the classical Theorem 1.

For higher dimensions, the next example demonstrates that Theorem 2 is a true extension of Theorem 1.

Lemma 4. The pair of matrices

\[
A = \begin{bmatrix} 0 & 1 & \alpha \\ 1 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 3 \end{bmatrix}
\]

satisfies \((R)\) if and only if \(|\alpha| \leq \sqrt{32/27}\). Except when \(\alpha = 0\), the pair is not representable in the form \((PH_1, PH_2)\) described above.

Proof. We have used MAPLE to help us with the necessary symbolic computations.

The characteristic polynomial of \(A-tB\) is

\[
\lambda^3 + 6t\lambda^2 - (2 - 11t^2)\lambda + (6t^3 - 4t - \alpha).
\]

One method to determine if a cubic equation \(\lambda^3 + p\lambda^2 + q\lambda + r = 0\) has complex roots or not is to check whether the discriminant \(\Delta = p^2q^2 - 4q^3 - 4p^3r - 27r^2 + 18pqr\) is negative or not. For our equation,

\[
\Delta = 4t^6 + 24t^4 + 48t^2 + 32 - 27\alpha^2.
\]

Since \(\Delta\) is positive, when \(|\alpha| \leq \sqrt{32/27}\), the eigenvalues of \(A-tB\), being the roots of the characteristic polynomial, are real. When \(|\alpha| > \sqrt{32/27}\), \(\Delta < 0\) for \(t = 0\) and so the eigenvalues of \(A\) are not all real.

Suppose \(B = PH_2\). Then \(H_2 = QB\), where \(Q = P^{-1}\). It is a well-known fact that the product of two Hermitian matrices, here \(Q\) and \(B\), is Hermitian if and only if the two Hermitian matrices commute with each other. Since \(B\) is diagonal with distinct diagonal elements, only diagonal matrices can commute with it. Hence, \(Q\) must be diagonal. Suppose also that \(A = PH_1\). Then \(H_1 = QA\). But it is easy to see that...
to see that when \( \alpha \neq 0 \), no diagonal matrix \( Q \) can make \( QA \) Hermitian. We thus arrive at a contradiction.

Given \((A, B)\) satisfying (R), we can generate other pairs satisfying (R) using the following simple observation.

**Lemma 5.** If \( B \) is nonsingular, then \((A, B)\) satisfies (R) if and only if \((B^{-1}A, B^{-1})\) satisfies (R).

**Proof.** For the “if” part, let \( t \in \mathbb{R} \). The assumption that \((A, B)\) satisfies (R) implies that \((A + tI, B)\) satisfies (R), where \( I \) is the \( n \times n \) identity matrix. By Theorem 2, all eigenvalues of \( B^{-1}(A + tI) = B^{-1}A + tB^{-1} \) are real. Since this is true for all \( t \), \((B^{-1}A, B^{-1})\) satisfies (R). The converse is obtained by applying the “if” part to \((B^{-1}A, B^{-1})\).

Start with a given pair of \((A, B)\) that satisfies (R) and choose any \( \beta > \beta_0 \), the smallest eigenvalue of \( B \). Then \((A_1, B_1) = ((B + \beta I)^{-1}A, (B + \beta)^{-1})\) also satisfies (R). Repeating the algorithm on \((A_1, B_1)\) we can get other pairs. We can also apply the algorithm to \((B, A)\) or \((B_1, A_1)\) instead.

4. Extending Johnson’s theorem

When the positive definiteness assumption on \( P \) in Sylvester’s Theorem is dropped, the inertia of \( PA \) is no longer exactly determinable; only lower bounds can be assigned. However, only certain configurations satisfying the bounds are realizable. Johnson [5] has determined all possible configurations of the inertia of the product of two nonsingular Hermitian matrices. A related result can be found in Dancis [1]. In this section we show that our technique can also be used to extend Johnson’s result to matrices satisfying (R). Our result also covers the case when one of the factor matrices is not invertible.

Before describing the new result, it is instructive to retrace the proof of Theorem 2 when the roles of \( A \) and \( B \) are switched; namely, we now assume that the eigenvalues of \( A \) are all positive, while the eigenvalues of \( B \) can assume both positive and negative values.

We illustrate this by using the particular example:

\[
A = \begin{bmatrix}
5 & 1 & 0 & 0 \\
1 & 4 & 1 & 0 \\
0 & 1 & 6 & 1 \\
0 & 0 & 1 & 3
\end{bmatrix}, \quad B = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{bmatrix}.
\]

By Theorem 2, \( i(A^{-1}B) = i(B) = (3, 0, 1) \). Since the eigenvalues of a matrix \( T \) are the reciprocals of the corresponding eigenvalues of its inverse \( T^{-1} \), we have \( i(T) = i(T^{-1}) \). Applying this to \( T = A^{-1}B \), we see that \( i(B^{-1}A) = i(A^{-1}B) = (3, 0, 1) \). Let us see if we can arrive at the same conclusion by examining the eigencurves of \( A - tB \), which are shown in Figure 2, instead of resorting to Theorem 2.

As we have seen in the proof of Theorem 1, the set of real eigenvalues of \( B^{-1}A \) is equal to the set of points of intersection of the eigencurves with the \( t \)-axis.

When \( t \to -\infty \), \( A - tB \) is dominated by \(-tB\), which has three positive eigenvalues and one negative eigenvalue. Hence, when \( t \) is negatively large, three of the eigencurves are above the \( t \)-axis while one is below. On the other hand, when \( t \to \infty \), three of the eigencurves will be below the \( t \)-axis and one is above. Since
all the eigenvalues of $A$ are positive, when the eigencurves intersect the $\lambda$-axis, the intersection points are all above the $t$-axis.

Let us look at each of the curves. The lowest curve $\lambda_1$ starts (when $t$ is near $-\infty$) below the $t$-axis, becomes positive at $t = 0$, and eventually (for $t$ near $\infty$) dips below the $t$-axis again. Invoking the Intermediate Value Theorem, we see that $\lambda_1$ must cut the $t$-axis at (at least) two points, one positive and the other negative. The second curve $\lambda_2$ starts above the $t$-axis and eventually dips below it. Hence, it must intersect the $t$-axis at some positive point (albeit beyond the right edge of the figure). Likewise $\lambda_3$ must intersect the $t$-axis at some positive point. Up to now, we have already obtained four real eigenvalues of $B^{-1}A$ and that exhausts all its eigenvalues. We can thus infer that $\lambda_1$ must have exactly one negative and one positive zero and each of $\lambda_2$ and $\lambda_3$ must have exactly one positive zero, while $\lambda_4$ cannot have a zero. This completes the proof that $i(B^{-1}A) = i(A^{-1}B) = (3, 1, 0)$.

It can be shown that the above arguments can be formalized to give an alternative proof of Theorem 2. There is, however, a slight technical difficulty in dealing with the situation when some eigenvalues of $B$ are zero. Chronologically, we first discovered this alternative proof of Theorem 2 before we realized that the proof we presented earlier was simpler.

What happens when $A$ also has negative eigenvalues. Let $A_\tau = A - \tau I$, where $I$ is the identity matrix. It is easy to see that the the graphs of the eigencurves of $A_\tau - tB$ look exactly the same as those of $A - tB$, except that the $t$-axis for the former can be obtained by moving the $t$-axis for the latter (i.e. the horizontal dotted line in Figure 2) up by a distance of $\tau$. To fix our ideas, let us choose $\tau = 2.9$, which is between the first (2.5858) and second (3.2679) eigenvalues of $A$. The graphs of the eigencurves of $A_\tau - tB$ are shown in Figure 3.

Now $A_\tau$ has one negative eigenvalue. The lowest eigencurve $\lambda_1$ is below the $t$-axis, and the picture shows that the set of intersection points of the eigencurves with the $t$-axis consists of two positive values. We have lost one positive and one negative value when compared to that of Figure 2. This is because the Intermediate
Figure 3. Eigenvalue curves of $B\tau - tA$, $\tau = 2.9$.

Value Theorem can no longer be used to guarantee that $\lambda_1$ must intersect the $t$-axis twice. Neither can we use the argument of having exhausted all four eigenvalues to draw a conclusion about the exact number of intersection points of the individual curves with the $t$-axis.

If we know exactly the value of $\tau$, we may be able to determine all the eigenvalues of $B^{-1}A$ either numerically or theoretically. Such is the case when $\tau = 2.9$ and, as Figure 2 shows, there are exactly two positive eigenvalues. If, however, we only know that $\tau$ is between the smallest and second smallest eigenvalues of $A$, then all we can conclude is that there are at least two positive eigenvalues, the intersection points of $\lambda_2$ and $\lambda_3$ with the $t$-axis. It is possible to show (at least visually) for our particular example of $A$ and $B$ that with suitable choices of $\tau$ (restricted between the first and second eigenvalues of $A$), we may be able to get four eigenvalues. The two extra ones can come either from $\lambda_1$ or from $\lambda_2$ intersecting the $t$-axis. For our example, the two extra eigenvalues must be both positive. With other choices of $A$ and $B$, the two extra eigenvalues can be both negative. These extra eigenvalues cannot consist of one positive and one negative number, because they must come from the same positive or negative branch of an eigencurve.

To summarize, from the assumptions $i(A_\tau) = (3,1,0)$ and $i(B) = (3,1,0)$, we conclude that $i_r(B^{-1}A_\tau)$ has only three possible configurations: $(2,0,0)$, $(4,0,0)$, and $(2,2,0)$, and all three are realizable.

The above arguments can be extended to obtain the following results. We omit the straightforward proofs. The Hermitian version of these results has been established by Johnson [5].

**Theorem 3.** Suppose that $(A,B)$ satisfies (R) and

\[(4.2) \quad i(A) = (\pi(A), \nu(A), 0), \quad i(B) = (\pi(B), \nu(B), 0).\]

Then

\[(4.3) \quad \pi_r(B^{-1}A) = \pi_r(A^{-1}B) \geq |\pi(A) + \pi(B) - n|,\]
and the discrepancy, i.e., the difference between the left-hand side and the right-hand side, must be a nonnegative even number. For the negative eigenvalues,

\begin{equation}
\nu_r(B^{-1}A) = \nu_r(A^{-1}B) \geq |\nu(A) - \nu(B)|,
\end{equation}

and the discrepancy must be a nonnegative even number.

Note that condition (4.2) requires that none of the eigenvalues of \( A \) and \( B \) are zero; hence, both \( A \) and \( B \) are nonsingular. The result can be modified to cover the case when \( A \) is not invertible. The main difficulty in treating this degenerate case lies in counting the extra eigenvalues. In the regular case, these come in pairs of numbers having the same sign. In the degenerate case, it is possible that one or both of these in the pair can be 0.

**Theorem 4.** Suppose that \((A, B)\) satisfies (R) and

\begin{equation}
i(A) = (\pi(A), \nu(A), \delta(A)), \quad i(B) = (\pi(B), \nu(B), 0),
\end{equation}

with \( \delta(A) > 0 \). Then

\begin{equation}
\delta_r(B^{-1}A) \geq \delta(A).
\end{equation}

We also have

\begin{equation}
\pi_r(B^{-1}A) \geq |\pi(A) + \pi(B) - n|.
\end{equation}

If equality holds in (4.6), then the discrepancy must be a nonnegative even number.

For the negative eigenvalues,

\begin{equation}
\nu_r(B^{-1}A) \geq |\nu(A) + \delta(A) - \nu(B)|.
\end{equation}

If equality holds in (4.6), then the discrepancy must be a nonnegative even number.

5. **Further remarks**

It is surprising to us that the simple technique of extending a single eigenvalue problem into a one-parameter family of problems and then tracing the eigencurves can lead to some nontrivial results. Yet we believe that the power of this technique has not been fully exploited. We state one simple result concerning \( 2 \times 2 \) matrices to illustrate this point. It certainly begs for extension to higher dimensions. We leave that effort to others or to a future work.

For simplicity, let us restrict ourselves to matrices with real entries.

**Theorem 5.** Let \( A, B \in M_2(\mathbb{R}) \) be such that \( A \) has no real eigenvalues and \( B \) has one positive and one negative eigenvalue. Then \( AB \) (hence, also \( BA \)) has exactly one positive and one negative eigenvalue.

If, instead, we assume that \( B \) has two positive (or two negative) eigenvalues, then \( AB \) (and \( BA \)) has either no real eigenvalues or two eigenvalues of the same sign.

In other words, assuming \( i_r(A) = (0, 0, 0) \), then

\begin{equation}
i_r(B) = (1, 1, 0) \implies i_r(AB) = i_r(BA) = (1, 1, 0)
\end{equation}

\begin{equation}
i_r(B) = (2, 0, 0) \text{ or } (0, 2, 0) \implies
\begin{align*}
i_r(AB) &= i_r(BA) = (0, 0, 0) \text{ or } (2, 0, 0) \text{ or } (0, 2, 0).
\end{align*}
\end{equation}
**Proof.** We consider the family of eigenvalue problems
\[(A - tB^{-1})u = \lambda u\]
and try to trace the eigencurves. To help to visualize them, Figure 4 is the plot for the special choice of
\[(5.4) \quad A = \begin{bmatrix} 1 & 2 \\ -2 & -1 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 2 \\ 2 & -1 \end{bmatrix}.\]

We see two eigencurves (because \(n = 2\)), but in contrast to the situation depicted in previous figures, each eigencurve does not flow from \(t = -\infty\) to \(t = \infty\) and they cannot be ordered in ascending order of \(\lambda\) (i.e., from bottom to top). When \(t\) is near \(-\infty\), the two eigenvalues of \(A - tB^{-1}\) are close to those of \(-tB^{-1}\), and so one of them must be negatively large and the other positively large. As \(t\) increases, these two eigenvalues move closer to each other. Because \(A\) has no real eigenvalues, the eigencurves cannot intersect the \(\lambda\)-axis. So the eigencurves that start near \(t = -\infty\) must be contained strictly to the left of the \(\lambda\)-axis. The only way that this can happen is that the curves traced out by the two eigenvalues of \(A - tB^{-1}\), in the region \(t < 0\), must join together somewhere before reaching \(t = 0\) to form one continuous curve. We are waving our hand a little here by appealing to your visual intuition, but it is should not be too difficult to justify the arguments rigorously. This left-hand eigencurve must cut the \(t\)-axis at some negative \(t\) and this point corresponds to a negative eigenvalue of \(BA\). Likewise, there is a right-hand eigencurve contained strictly to the right of the \(\lambda\)-axis and this curve must cut the \(t\)-axis at some positive \(t\), yielding a positive eigenvalue of \(BA\).

The other conclusion for the case when the eigenvalues of \(B\) have the same sign can be obtained in a similar way by observing that now the two ends (i.e. when \(t\) is negatively large) of the left-hand eigencurve are either both above or both below the \(t\)-axis. As \(t\) varies towards \(t = 0\), the curve may or may not intersect the \(t\)-axis. In the former situation, \(AB\) has two negative eigenvalues. In the latter situation, \(AB\) has no negative eigenvalues. The same arguments apply to the right-hand eigencurve.
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