CONDITION NUMBER OF A SQUARE MATRIX WITH I.I.D. COLUMNS DRAWN FROM A CONVEX BODY
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Abstract. We study the smallest singular value of a square random matrix with i.i.d. columns drawn from an isotropic log-concave distribution. An important example is obtained by sampling vectors uniformly distributed in an isotropic convex body. We deduce that the condition number of such matrices is of the order of the size of the matrix and give an estimate on its tail behaviour.

1. Introduction

The quantitative behaviour of the smallest singular value of random matrices with i.i.d. random entries has attracted a lot of attention over the years. For Gaussian entries the problem has been investigated in [6] and [16], whereas for more general models of random matrices with i.i.d. entries, major results were recently obtained in [9, 13, 14, 17]. In asymptotic geometric analysis one is interested in sampling vectors uniformly distributed over a convex body. In particular the entries of corresponding matrices are not necessarily independent. We develop this direction in the present paper, and we study an even more general case when the columns of random matrices are i.i.d. random vectors with an isotropic log-concave distribution. Our main result is a deviation inequality for the smallest singular value.

The first results concerning the smallest singular value of large random matrices were obtained in [6] and [16]. The authors considered matrices with independent standard Gaussian entries and proved the following theorem (below $|·|$ denotes the Euclidean norm on $\mathbb{R}^n$).
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Theorem 1.1 ([6, 16]). Let \( n \geq 1 \) and let \( \Gamma \) be an \( n \times n \) random matrix with i.i.d. \( \mathcal{N}(0,1) \) entries. Then, for any \( \varepsilon \geq 0 \),

\[ P \left( \inf_{x \in S^{n-1}} |\Gamma x| \leq \varepsilon n^{-1/2} \right) \leq C \varepsilon, \]

where \( C \) is an absolute constant.

Recently a lot of effort has been devoted to proving counterparts of the above theorem for matrices with general i.i.d. entries. Going in a geometrically motivated direction, we consider in this paper Ensembles (in the sense of random matrix theory) of matrices with i.i.d. columns distributed according to a log-concave isotropic probability measure. An important example of such an Ensemble is obtained by sampling vectors uniformly distributed in an isotropic convex body. The formal definition of this Ensemble is presented in Subsection 2.1. The main result of our paper is

Theorem 1.2. Let \( n \geq 1 \) and let \( \Gamma \) be an \( n \times n \) matrix with independent columns drawn from an isotropic log-concave probability \( \mu \). For every \( \varepsilon \in (0,1) \),

\[ P \left( \inf_{x \in S^{n-1}} |\Gamma x| \leq c \varepsilon n^{-1/2} \right) \leq C \min \left\{ n \varepsilon, \varepsilon + e^{-c \sqrt{n}} \right\} \leq C_0 \varepsilon \left( \log 2 / \varepsilon \right)^2, \]

where \( c, C, \text{ and } C_0 \) are absolute positive constants.

We would like to emphasize the difference between two terms under the minimum in formula (1). Contrary to the case e.g. of matrices with i.i.d. Bernoulli random entries, the left hand side of (1) tends to 0 as \( \varepsilon \to 0 \), due to the absolute continuity of log-concave distributions. This is not the case for the second term \( \varepsilon + e^{-c \sqrt{n}} \) under the minimum, but it has been achieved in the first term \( \varepsilon \) as well as in the right hand side of formula (1). In fact we conjecture that

\[ P \left( \inf_{x \in S^{n-1}} |\Gamma x| \leq c \varepsilon n^{-1/2} \right) \leq C \varepsilon. \]

In the setting of the log-concave Ensemble, the study of the limiting empirical distribution of the singular values has been done in [10]. Weaker quantitative results in the direction of Theorem 1.2 were first obtained in [1]. Similarly as in [9, 13, 14], the proof is based on the splitting of the sphere \( S^{n-1} \) into two regions: the set of vectors whose norm is concentrated on a small number of coordinates and the set of other vectors. The main difficulty lies in the fact that we assume only independence of the column vectors of the matrix and not of all the entries. Therefore we develop several strategies to study different kinds of small ball probability estimates. One of the crucial new ingredients is Proposition 2.7, which will be essential in the setting of the log-concave Ensemble.

When combined with estimates for the operator norm of the matrix \( \Gamma \), obtained recently in [2], the above theorem also yields a corollary about the tail behaviour of the so-called condition number of the matrix \( \Gamma \) (denoted by \( \kappa(\Gamma) \)). The question about its behaviour for random matrices was raised by Smale [15] in connection with the stability of numerical algorithms for solving large systems of linear equations. Theorem 1.2 implies that for random matrices \( \Gamma \) with independent log-concave isotropic columns, \( \kappa(\Gamma) \leq C n \), similarly as for matrices with independent Gaussian entries ([6, 16]).

We also investigate the isotropic constant of isotropic log-concave measures (defined below in (5)), a quantity of major importance in convex geometry. Although
our estimates do not appear in the present proof of Theorem 1.2; they can be used for related problems; see [1]. In particular Lemma 3.3 is a general result of a probabilistic nature and is of independent interest.

In Section 2 after presenting some preliminary facts (Subsection 2.2), we prove Theorem 1.2 (Subsection 2.3). We conclude the section with a tail inequality for the condition number of \( \Gamma \) (Corollary 2.9). In Section 3 we present an estimate of the isotropic constant of the convolution of isotropic log-concave measures.

2. Smallest singular value

2.1. Basic definitions and notation. Throughout the paper \( |\cdot| \) denotes the Euclidean norm and \( \langle \cdot, \cdot \rangle \) the standard inner product on \( \mathbb{R}^n \).

For an \( n \times n \) matrix \( \Gamma \), let \( s_1(\Gamma) \geq s_2(\Gamma) \geq \cdots \geq s_n(\Gamma) \) be the singular values of \( \Gamma \), i.e. the eigenvalues of the matrix \( \sqrt{\Gamma \Gamma^*} \). In particular

\[
s_1(\Gamma) = |\Gamma| = \sup_{x \in S^{n-1}} |\Gamma x|,
\]

and if the matrix is invertible,

\[
s_n(\Gamma) = \frac{1}{|\Gamma^{-1}|} = \inf_{x \in S^{n-1}} |\Gamma x|.
\]

The condition number of a square matrix \( \Gamma \) is defined as

\[
\kappa(\Gamma) = |\Gamma||\Gamma^{-1}| = \frac{s_1(\Gamma)}{s_n(\Gamma)}.
\]

Let us now describe the model of random matrices we are interested in. Recall that a non-negative function \( f : \mathbb{R}^n \to \mathbb{R} \) is called log-concave if for all \( x, y \in \mathbb{R}^n \) and all \( \theta \in (0, 1) \),

\[
f((1-\theta)x + \theta y) \geq f(x)^{1-\theta}f(y)^{\theta}.
\]

In this paper, a probability measure \( \mu \) on \( \mathbb{R}^n \) is said to be log-concave if it has density \( f \), which is log-concave. It is called isotropic if it has mean zero and its covariance matrix is the identity, that is, for any \( y \in \mathbb{R}^n \),

\[
\int_{\mathbb{R}^n} \langle x, y \rangle^2 f(x) dx = |y|^2.
\]

A random vector \( X \) in \( \mathbb{R}^n \) is called log-concave (resp. isotropic) if its distribution is log-concave (resp. isotropic).

The log-concave Ensemble is defined to be the set of square \( n \times n \) matrices \( \Gamma \) whose columns \( X_1, \ldots, X_n \) are independent copies of a log-concave isotropic random vector \( X \) in \( \mathbb{R}^n \).

2.2. Preliminary facts. In this section we collect some basic facts concerning general log-concave probability measures and random matrices, which will be used in the proof of Theorem 1.2.

It is well known that log-concave vectors are stable under projections, which means that any orthogonal projection of an isotropic log-concave vector is an isotropic log-concave vector on the image of the projection. In particular, for any isotropic log-concave vector \( X \in \mathbb{R}^n \) and any vector \( u \) of Euclidean norm 1, \( \langle X, u \rangle \) is a log-concave isotropic random variable on \( \mathbb{R} \). Moreover, there exists an absolute constant \( C \) such that any log-concave isotropic random variable on \( \mathbb{R} \) has density bounded by \( C \).
It is also well known \cite{4} that the convolution of log-concave functions is a log-concave function, which in probabilistic language means that the sum of log-concave vectors in $\mathbb{R}^n$ is a log-concave vector in $\mathbb{R}^n$.

We also recall some recent results concerning the behaviour of the Euclidean norm of an isotropic log-concave random vector. The following two inequalities, which yield a concentration in a shell, are two different results from \cite{11} and \cite{12} that we put together for convenience.

**Theorem 2.1** \cite{11,12}. Let $N,n \geq 1$ be integers and let $X_1, \ldots, X_N \in \mathbb{R}^n$ be isotropic random vectors with log-concave densities. Then there exist absolute positive constants $c_0,C_0$ such that whenever $N \leq \exp(\sqrt{n})$, one has

$$c_0 \sqrt{n} \leq \min_{i \leq N} |X_i| \leq \max_{i \leq N} |X_i| \leq C_0 \sqrt{n}$$

with probability at least $1 - \exp(-\sqrt{n})$.

Actually the above theorems were originally stated not for maxima and minima but just for a single log-concave vector. However the versions presented above follow easily by a union bound.

Since the proof of Theorem 1.2 involves approximation of arbitrary vectors in $S^{n-1}$ by vectors from $\varepsilon$-nets, we need to control the operator norm of a matrix $\Gamma$ from the log-concave Ensemble. To this end we will use the following result from \cite{2} (it is an immediate consequence of Corollary 3.8 there).

**Theorem 2.2.** There exist positive constants $C_1$ and $c_1$ such that for any $n \geq 1$ and $K \geq 1$

$$\mathbb{P}(\|\Gamma\| \geq C_1 K \sqrt{n}) \leq \exp(-c_1 K \sqrt{n}).$$

2.3. **Proof of Theorem 1.2** Throughout this section $\Gamma$ denotes a matrix from the log-concave Ensemble (in fact Lemmas 2.3 and 2.5 hold for every random matrix).

With the notation of Theorem 1.2 we first prove the estimate

$$\mathbb{P} \left( \inf_{x \in S^{n-1}} |\Gamma x| \leq c \varepsilon n^{-1/2} \right) \leq C \varepsilon + C \exp(-c \sqrt{n}).$$

The proof of this inequality relies on splitting the sphere $S^{n-1}$ into several regions (following \cite{9} \cite{13} \cite{14}, where an analogous construction was carried on in the case of matrices with independent entries). We use the following notation:

- **Sparse** = \textit{Sparse}(\delta) = \{x \in S^{n-1}: |\text{supp}(x)| \leq \delta n\},
- \textit{Comp} = \textit{Comp}(\delta, \rho) = \{x \in S^{n-1}: \text{dist}(x, \text{Sparse}(\delta)) \leq \rho\},
- \textit{Incomp} = \textit{Incomp}(\delta, \rho) = S^{n-1} \setminus \textit{Comp}(\delta, \rho).

To control the behaviour of $|\Gamma x|$ for $x \in \text{Incomp}(\delta, \rho)$, we will use the following lemma.

**Lemma 2.3** \cite{14}. Let $X_1, X_2, \ldots, X_n$ denote the column vectors of $\Gamma$ and let $H_k$ denote the span of all column vectors, except the $k$-th column vector. Then for every $\rho, \delta \in (0,1)$ and every $\varepsilon > 0$ one has

$$\mathbb{P} \left( \inf_{x \in \text{Incomp}(\delta, \rho)} |\Gamma x| < \varepsilon n^{-1/2} \right) \leq \frac{1}{\delta n} \sum_{k=1}^{n} \mathbb{P}(\text{dist}(X_k, H_k) < \varepsilon).$$
Proposition 2.4. For all \( \rho, \delta, \varepsilon \in (0, 1) \) we have

\[
P(\inf_{x \in \text{Incomp}(\delta, \rho)} |\Gamma x| \leq \rho \varepsilon n^{-1/2}) \leq C \frac{\varepsilon}{\delta},
\]

where \( C \) is an absolute constant.

Proof. The column vectors of \( \Gamma \) are the vectors \( X_1, \ldots, X_n \). With probability 1, they form a family of linearly independent vectors. For fixed \( k \), let \( H_k \) be the hyperplane spanned by \( \{X_i : i \neq k\} \) and let \( X_k^* \) be a vector of Euclidean norm 1 such that the space orthogonal to \( H_k \) is generated by \( X_k^* \). Then \( X_k^* \) and \( X_k \) are independent. Using Fubini’s theorem, we obtain

\[
P(\text{dist}(X_k, H_k) < \varepsilon) = P(\langle X_k^*, X_k \rangle < \varepsilon) = \mathbb{E}_{X_k^*} P_{X_k}(\langle X_k^*, X_k \rangle < \varepsilon).
\]

From the basic facts recalled in Subsection 2.2, for each fixed value of \( X_k^* \), \( \langle X_k^*, X_k \rangle \) is a one-dimensional isotropic log-concave random variable; therefore its density \( g \) is bounded by a universal constant \( C \). This implies

\[
P_{X_k}(\langle X_k^*, X_k \rangle < \varepsilon) = \int_{-\varepsilon}^{\varepsilon} g(t) dt \leq 2C\varepsilon.
\]

Thus \( P(\text{dist}(X_k, H_k) < \varepsilon) \leq 2C\varepsilon \). By Lemma 2.3

\[
P(\inf_{x \in \text{Incomp}(\delta, \rho)} |\Gamma x| < \varepsilon \rho n^{-1/2}) \leq \frac{1}{\delta n} \sum_{k=1}^{n} P(\text{dist}(X_k, H_k) < \varepsilon) \leq 2C \frac{\varepsilon}{\delta}
\]

and the proof of (3) is completed. \( \square \)

The case of compressible vectors requires different tools. The following lemma is standard and restricts our study to the case of sparse vectors.

Lemma 2.5. Let \( \rho, \delta \in (0, 1) \) and \( M \geq 1 \). If

\[
\inf_{x \in \text{Compl}(\delta, \rho/M)} |\Gamma x| \leq \rho \sqrt{n} \quad \text{and} \quad \|\Gamma\| \leq M \sqrt{n},
\]

then

\[
\inf_{y \in \text{Sparse}(\delta)} |\Gamma y| \leq 2 \rho \sqrt{n}.
\]

Proof. Assume that there exists \( x \in \text{Compl}(\delta, \rho/M) \) such that \( |\Gamma x| \leq \rho \sqrt{n} \) and \( \|\Gamma\| \leq M \sqrt{n} \). Then by the definition of “compressible vectors”, there exists \( y \in \text{Sparse}(\delta) \) such that \( |x - y| \leq \rho/M \). Thus

\[
|\Gamma y| \leq |\Gamma x| + |\Gamma(y - x)| \leq \rho \sqrt{n} + \|\Gamma\| \rho/M \leq 2 \rho \sqrt{n}.
\]

To handle the case of sparse vectors, we will need the following version of Theorem 5.1 from [3] in the log-concave setting (applied with \( N = n, m = \delta n, \theta = \sqrt{3}/4, K = 1 \)).

Theorem 2.6. Let \( n \) be a positive integer and let \( \delta \in (0, 1) \). Let \( X_1, \ldots, X_n \in \mathbb{R}^n \) be independent random vectors with log-concave densities. Then

\[
\sup_{x \in \text{Sparse}(\delta)} \left| \sum_{i=1}^{n} x_i X_i \right|^2 - \sum_{i=1}^{n} |x_i|^2 |X_i|^2 \leq C n \sqrt{\delta} \log \left( \frac{2}{\delta} \right)
\]
holds with probability larger than

\[ 1 - \exp \left( -\sqrt{\delta n} \log \left( \frac{2}{\delta} \right) \right) - \mathbb{P} \left( \max_{i \leq n} |X_i| \geq C_0 \sqrt{n} \right), \]

where \( C \) is a positive universal constant and \( C_0 \) is the constant from Theorem 2.1.

**Proposition 2.7.** There exists a universal positive constant \( c \) such that for any \( \delta \in (0, c] \),

\[ \mathbb{P} \left( \inf_{x \in \text{Sparse}(\delta)} |\Gamma x| < c \sqrt{n} \right) \leq 3 \exp \left( -\sqrt{\delta n} \right). \]

**Proof.** Applying Theorems 2.6 and 2.1, we obtain that

\[
\inf_{x \in \text{Sparse}(\delta)} |\Gamma x|^2 \geq \inf_{x \in \text{Sparse}(\delta)} \sum_{i=1}^{n} |x_i|^2 |X_i|^2
- \sup_{x \in \text{Sparse}(\delta)} \left| \sum_{i=1}^{n} x_iX_i \right|^2 - \sum_{i=1}^{n} |x_i|^2 |X_i|^2 \geq \left( c_0^2 - C \sqrt{\delta \log(2/\delta)} \right)n
\]

with probability at least

\[ 1 - \exp \left( -\sqrt{\delta n} \log(2/\delta) \right) - \mathbb{P} \left( \max_{i \leq n} |X_i| \geq C_0 \sqrt{n} \right) - \mathbb{P} \left( \min_{i \leq n} |X_i| \leq c_0 \sqrt{n} \right) \geq 1 - 3 \exp \left( -\sqrt{\delta n} \right). \]

This implies the result with appropriately chosen constant \( c \).

**Proposition 2.8.** There exists an absolute constant \( c_2 \in (0, 1) \) such that for any \( M > 1 \) and \( \delta \in (0, c_2] \)

\[ \mathbb{P} \left( \inf_{x \in \text{Comp}(\delta, c_2/M)} |\Gamma x| \leq c_2 \sqrt{n} \& \|\Gamma\| \leq M \sqrt{n} \right) \leq 3 \exp(-\sqrt{c_2 n}). \]

**Proof of inequality (3).** We apply Proposition 2.8 with \( \delta = c_2 \) and \( M = C_1 \), where \( C_1 \) is the constant from Theorem 2.2, to obtain

\[ \mathbb{P} \left( \inf_{x \in \text{Comp}(c_2, c_2/C_1)} |\Gamma x| \leq c_2 \sqrt{n} \|\Gamma\| \leq C_1 \sqrt{n} \right) \leq 3 \exp(-\sqrt{c_2 n}). \]

Thus, by Theorem 2.2 with \( K = 1 \), we get for some positive universal constants \( C \) and \( c_2 \),

\[ \mathbb{P} \left( \inf_{x \in \text{Comp}(c_2, c_2/C_1)} |\Gamma x| \leq c_2 \sqrt{n} \right) \leq 3 \exp(-\sqrt{c_2 n}) + \exp(-c_1 \sqrt{n}) \leq C e^{-c_1 \sqrt{n}}. \]

On the other hand, Proposition 2.3 with \( \delta = c_2 \) and \( \rho = c_2/C_1 \) gives for any \( \varepsilon \in (0, 1) \),

\[ \mathbb{P} \left( \inf_{x \in \text{Incomp}(c_2, c_2/C_1)} |\Gamma x| \leq c_2 \sqrt{n} \right) \leq \frac{c_8}{c_2} \varepsilon. \]

Since \( S^{n^{-1}} = \text{Incomp}(c_2, c_2/C_1) \cup \text{Comp}(c_2, c_2/C_1) \) and \( \varepsilon n^{-1/2} \leq n^{1/2} \), the above inequalities imply (2).
To conclude the proof of Theorem 1.2 it remains to show

\[ P(\inf_{x \in S^{n-1}} |\Gamma x| \leq \varepsilon n^{-1/2}) \leq C\varepsilon. \]  \hspace{1cm} (4)

**Proof of inequality (4).** Recall the notation from the proof of Lemma 2.3 and Proposition 2.4 namely that \( H_k \) is the linear span of all the column vectors of \( \Gamma \) except for \( X_k \) and \( X^*_k \) is a unit normal vector to \( H_k \). It is elementary that

\[ \inf_{x \in S^{n-1}} |\Gamma x| \geq \min_{k \leq n} n^{-1/2} \text{dist}(X_k, H_k) = \min_{k \leq n} n^{-1/2} |\langle X^*_k, X_k \rangle| \]

(one simply uses the fact that any unit vector has at least one coordinate with absolute value not smaller than \( n^{-1/2} \)). Thus

\[ P(\inf_{x \in S^{n-1}} |\Gamma x| \leq \varepsilon n^{-1/2}) \leq P(\min_{k \leq n} |\langle X^*_k, X_k \rangle| \leq \varepsilon) \]

\[ \leq n \max_{k \leq n} P(|\langle X^*_k, X_k \rangle| \leq \varepsilon) \leq C\varepsilon, \]

since (as was already mentioned in the proof of Proposition 2.4) \( \langle X^*_k, X_k \rangle \) have densities bounded by a universal constant.

Finally we provide an estimate for the tail decay of the condition number of \( \Gamma \).

**Corollary 2.9.** There are absolute positive constants \( c \) and \( C \) such that if \( 1 \leq t \leq \exp(c\sqrt{n}) \), then

\[ P(\kappa(\Gamma) \geq nt) \leq C \frac{1}{t}; \]

if \( \exp(c\sqrt{n}) < t \leq n \exp(c\sqrt{n}) \), then

\[ P(\kappa(\Gamma) \geq nt) \leq C \exp\left(-c\sqrt{n}\right) \leq C \frac{\log^2 t}{t}; \]

if \( t > \exp(c\sqrt{n}) \), then

\[ P(\kappa(\Gamma) \geq nt) \leq C \frac{\sqrt{n}\log t}{t} \leq C \frac{\log^2 t}{t}. \]

**Proof.** We are going to apply Theorems 1.2 and 2.2. Let \( c, c_1, C \), and \( C_1 \) be constants from these theorems. Set \( c_3 = \min\{1, c, c_1\} \) and \( C_3 = \max\{1, C, C_1\} \). Note that for any \( K \geq 1 \)

\[ P(\kappa(\Gamma) \geq nt) \leq P\left(\inf_{x \in S^{n-1}} |\Gamma x| \leq c_3\varepsilon n^{-1/2}\right) + P\left(\|\Gamma\| \geq C_3\sqrt{n}\right) \]

where \( \varepsilon = C_3 K/(c_3 t) \).

Now for \( t \leq n \exp(c_3\sqrt{n}) \) we choose \( K = 1 \), so by Theorems 1.2 and 2.2

\[ P(\kappa(\Gamma) \geq nt) \leq C_3 \left(\varepsilon + 2\exp(-c_3\sqrt{n})\right) \leq C_3^2 \frac{1}{c_3} + 2\exp(-c_3\sqrt{n}), \]

which shows the first two cases.

For \( t > \exp(c_3\sqrt{n}) \) we choose \( K = \frac{\log t}{c_3\sqrt{n}} \), so by Theorems 1.2 and 2.2

\[ P(\kappa(\Gamma) \geq nt) \leq C_3 \left(\varepsilon n + \exp(-c_3K\sqrt{n})\right) = C_3 \frac{1}{t} \left(\frac{C_3}{c_3} \sqrt{n}\log t + 1\right), \]

which completes the proof. \( \square \)
3. ISOTROPIC CONSTANT OF A SUM OF I.I.D. RANDOM VECTORS IN \( \mathbb{R}^n \)

Let \( \mu \) be an isotropic log-concave probability measure on \( \mathbb{R}^n \) with log-concave density \( f \). We define the isotropic constant of the measure \( \mu \) by

\[
L_\mu = f(0)^{1/n}.
\]

For a log-concave isotropic random vector by \( L_X \) we denote the isotropic constant of its distribution. Furthermore, if \( \mu \) is an isotropic probability measure uniformly distributed on a convex body \( K \), then \( L_\mu \) is the so-called isotropic constant of \( K \).

The question of whether \( L_\mu \) is bounded by a universal constant is one of the most important open problems of convex geometry.

The first version of Theorem 1.2 (as announced in [1]) involved the isotropic constant of column vectors of the matrix \( \Gamma \). The argument was different than the one presented in this paper. Its proof required the control of the isotropic constant of the convolution of isotropic log-concave measures. Since a theorem providing such control is of independent interest, we present it now together with the proof.

**Theorem 3.1.** Let \( X_1, \ldots, X_n \) be i.i.d. random vectors in \( \mathbb{R}^n \) distributed according to a symmetric isotropic log-concave probability \( \mu \) and let \( x \in S^{n-1} \) and \( Z = x_1 X_1 + \ldots + x_n X_n \). Then

\[
L_Z \leq C L_\mu,
\]

where \( C \) is a universal constant.

Note that in [1] we have deduced from this theorem another type of a small ball probability estimate than the one presented in Proposition 2.8 in the case of compressible vectors. Namely, we have proved the following proposition.

**Proposition 3.2.** Let \( \Gamma \) be an \( n \times n \) random matrix with independent columns \( X_1, \ldots, X_n \) distributed according to a symmetric isotropic log-concave probability \( \mu \). For every \( M > 1 \) and \( \delta, \rho \in (0, 1) \) satisfying

\[
\rho \leq \left( \frac{C}{M^6 L_\mu} \right)^{1/2}
\]

we have

\[
\mathbb{P}(\inf_{x \in \text{Comp}(\delta, \rho/(2M))^c} |\Gamma x| \leq \rho \sqrt{n} \& \|\Gamma\| \leq M \sqrt{n}) \leq e^{-cn}
\]

where \( c \) and \( C \) are positive absolute constants.

The proof of Theorem 3.1 is based on Lemma 3.3 below, which is a slightly modified version of a result of Gluskin and Milman [7], giving an \( \ell_2 \) lower bound for the norm defined on \( \mathbb{R}^n \) by

\[
\| (\lambda_1, \ldots, \lambda_n) \| = \left( \int_{\mathbb{R}^n} \cdots \int_{\mathbb{R}^n} \left\| \sum_{i=1}^m \lambda_i x_i \right\|^2 \prod_{i=1}^m f_i(x_i) dx_i \right)^{1/2},
\]

where \( f_1, \ldots, f_n \) are probability densities on \( \mathbb{R}^n \), and on a result of Junge [8], which relates the isotropy constant of convolved log-concave probability measures with the norm \( \| \cdot \| \).

Let \( X_1, \ldots, X_n \) be independent isotropic log-concave symmetric random vectors in \( \mathbb{R}^n \). Let \( x \in S^{n-1} \) and set

\[
Z = x_1 X_1 + \ldots + x_n X_n.
\]

Then it is well known ([H]) that \( Z \) is also an isotropic log-concave symmetric random vector in \( \mathbb{R}^n \).
Recall that $K$ is called a star body whenever $tK \subset K$ for all $0 \leq t \leq 1$, and in such a case $\| \cdot \|_K$ denotes its Minkowski functional, i.e. $\|x\|_K = \inf \{ t > 0 : x \in tK \}$.

**Lemma 3.3.** Let $f_1, \ldots, f_m$ be densities of probability measures on $\mathbb{R}^n$ and let $K \subset \mathbb{R}^n$ be a star body containing the origin in its interior. Then for all $\lambda_1, \ldots, \lambda_m$ we have

$$\int_{\mathbb{R}^n} \ldots \int_{\mathbb{R}^n} \| \sum_{i=1}^m \lambda_i x_i \|^2_K \prod_{i=1}^m f_i(x_i) dx_i \geq \frac{n}{n+2} |K|^{-2/n} \sum_{i=1}^m \lambda_i^2 r_i^2,$$

where $r_i^2 = \int_0^\infty |\{ x : f_i(x) \geq t \}|^{1+2/n} dt \geq \|f_i\|_{\infty}^{-2/n}$.

**Proof.** Let us recall that the symmetric decreasing rearrangement of a function $f : \mathbb{R}^n \to \mathbb{R}^+$ is a function $f^* : \mathbb{R}^n \to \mathbb{R}$, which is equidistributed with $f$ (i.e. for all $t \in \mathbb{R}_+$, $\{x : f^*(x) \geq t\} = \{x : f(x) \geq t\}$) and for $x, y \in \mathbb{R}^n$, if $|x| \leq |y|$, then $f^*(x) \geq f^*(y)$.

If $f$ is just the characteristic function of a set, then $f^*$ is the characteristic function of the ball of the same volume centered at the origin. In general one has the following “layer cake representation”:

$$f^*(x) = \int_0^\infty [\{ y \in \mathbb{R}^n : f(y) \geq t \}]^* dx.$$

Now let $D$ be the Euclidean ball of the same volume as $K$, centered at the origin. We will first prove that for all $t \in \mathbb{R}_+$ one has

$$\int_{\mathbb{R}^n} \ldots \int_{\mathbb{R}^n} \sum_{i=1}^m \lambda_i x_i \prod_{i=1}^m f_i(x_i) dx_1 \ldots dx_m \geq \int_{\mathbb{R}^n} \ldots \int_{\mathbb{R}^n} \sum_{i=1}^m \lambda_i x_i \prod_{i=1}^m f_i^*(x_i) dx_1 \ldots dx_m.$$

It is a corollary from the Brascamb-Lieb-Luttinger inequality (5), which asserts that for any functions $g_0, \ldots, g_m : \mathbb{R}^n \to \mathbb{R}_+$ and any $((m+1) \times k)$-matrix $(a_{ij})$, we have

$$\int_{\mathbb{R}^n} \ldots \int_{\mathbb{R}^n} \sum_{i=0}^k g_i \left( \sum_{j=1}^k a_{ij} x_j \right) dx_1 \ldots dx_k \leq \int_{\mathbb{R}^n} \ldots \int_{\mathbb{R}^n} \sum_{i=0}^k g_i^* \left( \sum_{j=1}^k a_{ij} x_j \right) dx_1 \ldots dx_k.$$

Inequality (8) will follow if we substitute $g_0 = 1_{\sqrt{t}K}$ and $g_i = f_i$ for $i \geq 1$ (notice that $g_0^* = 1_{\sqrt{t}D}$) with the appropriate choice of the matrix $(a_{ij})$.

Since

$$\|x\|_K^2 = \int_0^\infty 2t(1 - 1_{\{ \|x\|_K \leq t \}}) dt,$$
we conclude from (3) and from the symmetry of the $f_i^*$ that
\[
\int_{\mathbb{R}^n} \ldots \int_{\mathbb{R}^n} \left\| \sum_{i=1}^m \lambda_i x_i \right\|^2 / K \prod_{i=1}^m f_i(x_i) dx_i
\geq \int_{\mathbb{R}^n} \ldots \int_{\mathbb{R}^n} \left\| \sum_{i=1}^m \lambda_i x_i \right\|^2 D \prod_{i=1}^m f_i^*(x_i) dx_i
= \sum_{i=1}^m \lambda_i^2 \int_{\mathbb{R}^n} \ldots \int_{\mathbb{R}^n} \|x_i\|^2 D \prod_{i=1}^m f_i^*(x_i) dx_i.
\]
Since $|D|^{1/n} = |K|^{1/n}$, we have
\[
\|x\|_D = \left( \frac{|B^n_2|}{|K|} \right)^{1/n} |x|.
\]
Now we can use (7) to get
\[
\int_{\mathbb{R}^n} \|x\|^2 B^n_2 f_i^*(x) dx = \left( \frac{|B^n_2|}{|K|} \right)^{2/n} \int_{\mathbb{R}^n} \|x\|^2 f_i^*(x) dx
= \left( \frac{|B^n_2|}{|K|} \right)^{2/n} \int_0^\infty \int_{\mathbb{R}^n} \|x\|^2 (1_{\{|y: f_i(y) \geq t\}})^* (x) dx dt.
\]
The function $(1_{\{|y: f_i(y) \geq t\}})^*$ is the indicator of the ball centered at the origin and having volume equal to $|\{y: f_i(y) \geq t\}|$. Therefore, integrating in polar coordinates,
\[
\int_{\mathbb{R}^n} \|x\|^2 (1_{\{|y: f_i(y) \geq t\}})^* (x) dx = \left( \frac{|\{y: f(y) \geq t\}|}{|B^n_2|} \right)^{1+2/n} \int_{B^n_2} \|x\|^2 dx
= \frac{n}{n+2} \left( \frac{|\{y: f(y) \geq t\}|}{|B^n_2|^{2/n}} \right)^{1+2/n}.
\]
Thus
\[
\int_{\mathbb{R}^n} \|x\|^2 B^n_2 f_i^*(x) dx \geq \frac{n}{n+2} |K|^{-2/n} r_i^2,
\]
where $r_i^2 = \int_0^\infty |\{x: f_i(x) \geq t\}|^{1+2/n} dt$. This concludes the proof of (3).

It remains to show that $r_i^2 \geq \|f_i\|^{-2/n}_\infty$. We know that
\[
\int_0^\infty |\{y: f_i(y) \geq t\}| dt = \int_0^\|f_i\|_{\infty} |\{y: f_i(y) \geq t\}| dt = 1.
\]
Hence by Hölder inequality,
\[
1 \leq \left( \int_0^\|f_i\|_{\infty} |\{y: f_i(y) \geq t\}|^{1+2/n} dt \right)^{n/(n+2)} \|f_i\|_{\infty}^{2/(n+2)}.
\]
Since $r_i^2 = \int_0^\infty |\{x: f_i(x) \geq t\}|^{1+2/n} dt = \int_0^\|f_i\|_{\infty} |\{x: f_i(x) \geq t\}|^{1+2/n} dt$, we get the desired inequality. \(\square\)

**Proof of Theorem 3.1** Let $f$ be the density of $\mu$ and let $g$ be the density of $Z$. By Lemma 2 in [5] there exists a star-shaped body $K \subset \mathbb{R}^n$, with 0 in its interior such that
\[
g(0)^{1/n} |K|^{1/n} \left( \int_{\mathbb{R}^n} \|x\|^2_K g(x) dx \right)^{1/2} \leq C,
\]
for a certain universal constant $C$. On the other hand, by Lemma 3.3 we have
\[
\left(\int_{\mathbb{R}^n} \|x\|_K g(x) dx\right)^{1/2} = \left(\mathbb{E} \|Z\|_K^2\right)^{1/2} = \left(\mathbb{E} \|x_1 X_1 + \ldots + x_n X_n\|_K^2\right)^{1/2} \geq \frac{c}{|K|^{1/n} f(0)^{1/n}} \left(\sum_{i=1}^n x_i^2\right)^{1/2} = \frac{c}{|K|^{1/n} f(0)^{1/n}}.
\]
Putting these two inequalities together concludes the proof. □
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