EULER OBSTRUCTION AND POLAR MULTIPLICITIES OF IMAGES OF FINITE MORPHISMS ON ICIS
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Abstract. We show how to compute the local polar multiplicities of a germ at zero of an analytic variety $Y$ in $\mathbb{C}^p$, which is the image by a finite morphism $f: Z \to Y$, of a $d$-dimensional isolated complete intersection singularity $Z$ in $\mathbb{C}^n$. We also show how to compute the local Euler obstruction of $Y$ at zero in the case that it is reduced. For this we apply the formula due to Lê and Teissier which describes the local Euler obstruction as an alternating sum of the local polar multiplicities.

1. Introduction

The computation of numerical invariants associated to a germ of a complex analytic set is very important to describe geometrical and topological properties of such a germ. For instance, the local Euler obstruction was one of the main tools defined by MacPherson to prove the conjecture of Deligne and Grothendieck on the existence of Chern classes for singular complex algebraic varieties. With the aid of the purely algebraic interpretation of the local Euler obstruction given by Gonzalez-Sprinberg, Lê and Teissier in [8] gave a description of the local Euler obstruction as an alternating sum of the multiplicities of the local polar varieties of such a germ. These polar multiplicities are also very important for studying the geometry of any germ of an analytic complex variety and there are several works showing it. Teissier in [14] gives an algorithm for obtaining the canonical Whitney stratification of complex sets in terms of the polar multiplicities. They are also the main invariants to guarantee the Whitney equisingularity of families of germs of analytic complex varieties (see [14]) and of one-parameter families of finitely determined map germs (see [11]).

However it is not easy to compute these invariants if we do not know the geometrical structure of the germ. Gaffney in [11] shows how to compute the polar multiplicities of a very special class of germs of complex sets: the stable singularities which appear in the discriminant of any co-rank one finitely determined map germ from $\mathbb{C}^2$ to $\mathbb{C}^2$ or from $\mathbb{C}^2$ to $\mathbb{C}^3$. Since there is no direct way to compute
these invariants, Gaffney shows how to compute them in terms of Milnor numbers of isolated complete intersection singularities (ICIS for short) that are in the critical set of the germ in the source; for this he strongly uses the fact that the map germ is finite when restricted to these sets. More recently this method was applied to the computation of the polar multiplicities of the stable singularities which appear in the discriminant of any co-rank one finitely determined map germ from $\mathbb{C}^n$ to $\mathbb{C}^p$, in [1] for $n < p$ and in [3] for $n = p$, with the pair $(n, p)$ in the nice dimensions of Mather or in its boundary.

In this article we apply this method to compute the local polar multiplicities at zero of any reduced complex analytic set $M$ of Mather or in its boundary.

Remark 2.1. In particular if $(Z, 0) \subset (\mathbb{C}^n, 0)$ is an analytic space germ of dimension $d$, $\mathcal{O}_Z$ is Cohen-Macaulay and $\pi : (\mathbb{C}^n, 0) \to (\mathbb{C}^d, 0)$, defined as $\pi = (\pi_1, ..., \pi_d)$, is such that the restriction of $\pi$ to $Z$ is a finite map, then $\deg(\pi|_Z)$ is the co-length of the ideal $(\pi_1, ..., \pi_d)$ in $\mathcal{O}_Z$, that is, $\deg(\pi|_Z) = \dim_{\mathbb{C}} \frac{\mathcal{O}_Z}{(\pi_1, ..., \pi_d)}$.

2. Finite morphisms and degree

The co-length of a given ideal $I$ in a complex analytic ring $R$ is defined as $\dim_{\mathbb{C}}(R/I)$. The Hilbert-Samuel multiplicity of an ideal $I$ is an integer denoted by $e(I)$ that is defined whenever $I$ has finite co-length. We remark that along this paper we shall compute the multiplicity for $m$-primary complete intersection ideals $I$ in rings $R = (R, m)$ which are local and Cohen-Macaulay. In this case the multiplicity of $I$ is just its co-length.

A smooth map germ $f : (Z, x) \to (Y, y)$ is said to be finite if the dimension of its local algebra is finite, i.e. if the number $m(f) := \dim_{\mathbb{C}} \frac{\mathcal{O}_{f(x)}}{f^{-1}(m)(\mathcal{O}_{f(x)})}$ is finite. Note that for $f$ to be finite, it is necessary that $\dim Z \leq \dim Y$. In the context of complex analytic geometry we have the following important result for finite maps; see [12] section 3.12 for more details.

Let $(Z, x)$ and $(Y, y)$ be germs of analytic spaces of the same dimension and $f : (Z, x) \to (Y, y)$ be an analytic map such that $f(Z)$ is Zariski-dense in $Y$. Suppose $f(x)$ is a smooth point of $Y$, and $\{x\}$ a component of the fiber $f^{-1}(f(x))$. For open neighborhoods $U \subset Z$ of $x$, $V \subset Y$ and a closed analytic subset $B \subset Y$ such that:

(i) $V \setminus B$ is connected,
(ii) $f(U) \subset V$, $f|_U$ is proper, $f^{-1}(f(x)) = \{x\}$ and
(iii) $f|_{U \setminus f^{-1}(B)}$ is smooth,

then the number of pre-images in $U$ of any point $y \in V \setminus B$, counted with multiplicity, is called the degree of $f$ at $x$, denoted by $\deg(f)$.
3. Polar varieties

The polar varieties of analytic space germs were defined by Teissier in [13]. We describe here this construction.

Suppose \((Z,0) \subseteq (\mathbb{C}^n,0)\) is a \(d\)-dimensional germ at zero of a complex analytic set. Let \(p : \mathbb{C}^n \to \mathbb{C}^{d-k+1}\) be a generic linear projection such that \(\ker p = D_{d-k+1}\) is a linear subspace of \((\mathbb{C}^n,0)\) of dimension \(n - (d - k + 1)\), with \(k = 0, \ldots, d - 1\). Denote by \(p_Z : Z^0 \to \mathbb{C}^{d-k+1}\) the restriction of \(p\) to \(Z^0 := Z - \text{Sing}(Z)\), where \text{Sing}(Z) denotes the singular set of \(Z\).

**Definition 3.1.** Let \(P_k(Z,p)\) be the subspace of \(Z\) defined as the closure of the points \(x \in Z - \text{Sing}(Z)\) such that \(x\) is in the critical set \(\Sigma(p_Z)\) of \(p_Z\). \(P_k(Z,p)\) is called the absolute polar variety associated to \(Z\) with respect to \(p\). We remark that as \(p\) is generic, \(P_k(Z,p)\) has codimension \(k\) in \(Z\).

The key invariant of \(P_k(Z,p)\) is its multiplicity at zero, which we denote by \(m_0(P_k(Z))\) or \(m_k(Z)\); it is called the \(k\)th-polar multiplicity of \(Z\) at 0. We remember that for generic choice of \(p\) this multiplicity is constant, hence an invariant of \(Z\); therefore for any generic choice of linear projection \(p\), we denote \(P_k(Z,p)\) by \(P_k(Z)\).

4. Polar multiplicities of images of ICIS

We fix the following setup: Let \(Z\) be a germ at zero of an ICIS in \(\mathbb{C}^n\) and \(Y\) be a germ at zero of an analytic variety in \(\mathbb{C}^p\), both of pure dimension \(d\). Let \(\overline{f} : (\mathbb{C}^n,0) \to (\mathbb{C}^p,0)\) be a finitely determined map germ such that \(\overline{f}(Z,0) = (Y,0)\) and the restriction of \(\overline{f}\) to \((Z,0)\), denoted by \(f : (Z,0) \to (Y,0)\), is finite. From now on, for any ideal \(I\) generated by \(\{g_1, \ldots, g_r\}\) we denote by \(J(I)\) the ideal generated by the maximal minors of the Jacobian derivative matrix of \(\{g_1, \ldots, g_r\}\). For any map germ \(g\) we define the discriminant \(\Delta(g)\) of \(g\) by \(\Delta(g) = g(\Sigma(g))\), where \(\Sigma(g)\) is the critical locus of \(g\).

For a fixed \(k = 0, \ldots, d - 1\), choose a generic linear projection \(p_{d-k+1} : \mathbb{C}^p \to \mathbb{C}^{d-k+1}\) to obtain the polar variety \(P_k(Y) = \overline{\Sigma(p_{d-k+1} \circ f)[Y^0]}\).

To compute the multiplicities \(m_k(Y)\), for \(k = 0, \ldots, d - 1\), we need to consider the sets \(\overline{\Sigma(p_{d-k+1} \circ f)[Y^0]}\); however, these sets have the disadvantage that they are in the target and we do not know anything about their geometry which could help us to compute these multiplicities.

Using the fact that \(f\) is finite we can work with the sets \(Z_k = \overline{\Sigma(p_{d-k+1} \circ f)[Z^0]}\), which are described as

\[ Z_k = V(\mathcal{I}(Z), J(p_{d-k+1} \circ f, \mathcal{I}(Z))) \].

The advantage of working with these sets is that they are in the source and their equations are computable. Our strategy is to compute the polar multiplicities in the target in terms of some other invariants associated to these sets. First we show some preliminary results which are essential to prove our main results.

**Lemma 4.1.** For \(k = 1\), \(\deg(p_{d-1} \circ f \mid Z_1) = \deg(f)[m_1(Y) + m_0(\Delta(f))]\).

For each \(k = 0, \ldots, d - 1\), with \(k \neq 1\), \(\deg(p_{d-k} \circ f \mid Z_k) = \deg(f)m_k(Y)\).

**Proof.** Notice that if \(Z_k = \overline{\Sigma(p_{d-k+1} \circ f)[Z^0]}\), then \(Z_k = f^{-1}(P_k(Y)) \cup \Sigma^k(f)\), where \(\Sigma^k(f)\) denotes the Thom-Boardman space defined as

\[ \Sigma^k(f) = \{x \in X^0 : \text{rank}(d_x(f)) \leq d - k\} \].
which has dimension $d - k^2$. Hence

\[
\text{deg}(p_{d-k} \circ f \mid Z_k) = \text{deg}(f) \text{deg}(p_{d-k} \mid f(Z_k)) = \text{deg}(f) \text{deg}(p_{d-k} \mid [P_k(Y) \cup f(\Sigma^k(f))]) = \text{deg}(f)[\text{deg}(p_{d-k} \mid P_k(Y)) + \text{deg}(p_{d-k} \mid f(\Sigma^k(f)))].
\]

Now since $p_{d-k} : \mathbb{C}^d \to \mathbb{C}^{d-k}$ is a generic linear projection and $P_k(Y)$ has dimension $d - k$, we obtain $\text{deg}(p_{d-k} \mid P_k(Y)) = m_k(Y)$.

Moreover, as $\dim(\Sigma^k(f)) = d - k^2$ and $f$ is finite, the image $p_{d-k}(f(\Sigma^k(f)))$ is nowhere dense in $\mathbb{C}^{d-k}$ if $k \neq 1$.

Therefore, for $k \neq 1$ we obtain $\text{deg}(p_{d-k} \mid f(\Sigma^k(f))) = 0$ and

\[
\text{deg}(p_{d-k} \circ f \mid Z_k) = \text{deg}(f)m_k(Y).
\]

On the other hand, $\Sigma^1(f) = \Sigma(f)$ is the critical locus of $f$; hence $f(\Sigma^1(f)) = \Delta(f)$. Since $\dim(\Delta(f)) = d - 1$ we obtain

\[
\text{deg}(p_{d-1} \mid f(\Sigma^1(f))) = \text{deg}(p_{d-1} \mid \Delta(f)) = m_0(\Delta(f)).
\]

Therefore $\text{deg}(p_{d-1} \circ f \mid Z_1) = \text{deg}(f)[m_1(Y) + m_0(\Delta(f))]$. \hfill \qed

\textbf{Remark 4.2.} The above lemma is a generalization of Propositions 4.1 of [5] and 4.3 of [4], where this result is shown for the special case that $Y$ is the image of the multiple point scheme of a co-rank one finitely determined map germ from $(\mathbb{C}^n, 0)$ to $(\mathbb{C}^n, 0)$ and from $(\mathbb{C}^n, 0)$ to $(\mathbb{C}^p, 0)$ with $n < p$ respectively. We remark that in the cited propositions, the case $k = 1$ was not correctly stated. There the number $m_0(\Delta(f))$ in the formula is not considered. This mistake was made as a consequence of the set $Z_k$ not being described as the schematic union $Z_k = f^{-1}(P_k(Y)) \cup \Sigma^k(f)$ and only as $Z_k = f^{-1}(P_k(Y))$.

\textbf{Lemma 4.3.} For all $k = 0, \ldots, d - 1$,

\[
\text{deg}(p_{d-k} \circ f \mid Z_k) = \dim_{\mathbb{C}}(I(Z), p_{d-k} \circ f; J(p_{d-k+1} \circ f, I(Z))).
\]

\textbf{Proof.} This follows directly from Remark 2.1. \hfill \qed

In order to describe the number $\dim_{\mathbb{C}}(I(Z), p_{d-k} \circ f; J(p_{d-k+1} \circ f, I(Z)))$ in terms of Milnor numbers of ICIS in $Z$, we introduce the following notation.

Let $p_d = \pi_d : Y \to \mathbb{C}^d$ be a generic linear projection and for each $k = 1, \ldots, d$, let $\pi_{d-k} : \mathbb{C}^{d-k+1} \to \mathbb{C}^{d-k}$ be a generic linear projection, say $p_{d-k} = \pi_{d-k} \circ \pi_d$. We assume that these projections are sufficiently generic so that they allow us to compute all objects that we use here.

Set

\[
X_k = (p_{d-k} \circ f)^{-1}(0) = V(I(Z), p_{d-k} \circ f).
\]

Notice that since $Z$ is a $d$–dimensional ICIS in $\mathbb{C}^n$, $X_k$ is a $k$–dimensional ICIS in $\mathbb{C}^n$. Furthermore, for any generic linear projection $H : \mathbb{C}^p \to \mathbb{C}$,

\[
X_{k-1} = X_k \cap V(H \circ f) = V(I(Z), p_{d-k} \circ f, H \circ f).
\]

Define the following invariant related to $f$:
Definition 4.4.
\[ e_Z(f) = \dim \mathcal{O}_n \overline{\langle I(Z), J(p_1 \circ f, I(Z)) \rangle}. \]

Remark 4.5. If \( f : (\mathbb{C}^2, 0) \rightarrow (\mathbb{C}^3, 0) \) is a finitely determined map germ of co-rank one and \( Z = D(f) \) is the double point locus of \( f \), then \( e_Z(f) \) coincides with the invariant \( e_D(f) \) defined by Gaffney in [1] p. 211.

We describe next the polar multiplicities \( m_k(Y) \), for \( k = 0, \ldots, d - 1 \), in terms of Milnor numbers of the ICIS \( X_k \) defined in the equation (1). We remember that these sets lie in the source and their defining equations are computable; hence their Milnor numbers are also computable.

The following results form a key tool in finding relations among our invariants.

Theorem 4.6 (Lê-Greuel’s formula, [7, 3]). Let \( X_1 \) be a germ at zero of an ICIS in \( \mathbb{C}^n \) and \( X \) be a germ at zero of an ICIS defined in \( X_1 \) by \( f_k = 0 \). Let \( f_1, \ldots, f_{k-1} \) be a system of generators of the ideal that defines \( X_1 \) at zero in \( \mathbb{C}^n \). Then
\[ \mu(X_1, 0) + \mu(X, 0) = \dim \mathcal{O}_n \overline{\langle f_1, \ldots, f_{k-1}, J(f_1, \ldots, f_{k-1}) \rangle}. \]

Remark 4.7. For a zero-dimensional ICIS we use the simpler formula: Let \( f : (\mathbb{C}^n, 0) \rightarrow (\mathbb{C}^n, 0) \) be a map germ such that \( Z = f^{-1}(0) \) is an ICIS. Then \( \mu(Z, 0) = \delta(f) - 1 \), where \( \delta(f) = \dim \mathcal{O}_n \overline{\langle f, J(f) \rangle} \) (see [9] p. 78).

Now we describe the main result of this section.

Theorem 4.8. Let \( f : Z^d \rightarrow Y^d \) be a finite morphism, where \( Z^d \subseteq \mathbb{C}^n \) and \( Y^d \subseteq \mathbb{C}^n \) are germs of analytic varieties at zero and \( Z^d \) is an ICIS in \( \mathbb{C}^n \). Then, for the sets \( X_k \) given in equation (1) we have
(i) if \( k = 2, \ldots, d - 1 \), then \( m_k(Y) = \frac{1}{\deg(J)} [\mu(X_k) + \mu(X_{k-1})] \),
(ii) \( m_1(Y) = \frac{1}{\deg(J)} [\mu(X_1) + \mu(X_0)] - m_0(\Delta(f)) \) and
(iii) \( m_0(Y) = 1 \).

Proof. Since \( X_k = (p_{d-k} \circ f)^{-1}(0) = V(I(Z), p_{d-k} \circ f) \) is an ICIS, therefore we apply the formula of Theorem 4.6 to obtain for all \( k = 1, \ldots, d, \)
\[ \mu(X_k) + \mu(X_{k-1}) = \dim \mathcal{O}_n \overline{\langle I(Z), p_{d-k} \circ f, J(p_{d-k+1} \circ f, I(Z)) \rangle}. \]

Now from Lemma 4.3 for all \( k = 0, \ldots, d - 1 \),
\[ \dim \mathcal{O}_n \overline{\langle I(Z), p_{d-k} \circ f, J(p_{d-k+1} \circ f, I(Z)) \rangle} = \deg(p_{d-k} \circ f \mid Z_k). \]

Hence \( \mu(X_k) + \mu(X_{k-1}) = \deg(p_{d-k} \circ f \mid Z_k) \) for all \( k = 1, \ldots, d - 1 \). But for \( k \neq 1 \), we have from Lemma 4.3 that
\[ \deg(p_{d-k} \circ f \mid Z_k) = \deg(f) m_k(Y). \]

and
\[ \deg(p_{d-1} \circ f \mid Z_1) = \deg(f) [m_1(Y) + m_0(\Delta(f))]. \]

Therefore if \( k \neq 1 \), \( m_k(Y) = \frac{1}{\deg(f)} [\mu(X_k) + \mu(X_{k-1})] \) and for \( k = 1 \) we obtain
\[ m_1(Y) = \frac{1}{\deg(f)} [\mu(X_1) + \mu(X_0)] - m_0(\Delta(f)), \]

which proves (i) and (ii).
Now, since \( X_0 = V(p_d \circ f, I(Z)) \) is a zero-dimensional ICIS in \( \mathbb{C}^n \) we have from Remark 4.7 that \( \mu(X_0) = \delta(p_d \circ f, I(Z)) - 1. \)

On the other hand, it follows from Remark 2.1 that
\[
\delta(p_d \circ f, I(Z)) = \dim \mathcal{O}_n \frac{\mathcal{O}_n}{(I(Z), p_d \circ f)} = \deg(p_d \circ f | Z).
\]

But as \( f \) is finite, \( \deg(p_d \circ f | Z) = \deg(f) \deg(p_d | f(Z)) = \deg(f) m_0(Y) \). Therefore
\[
\mu(X_0) = \delta(p_d \circ f, I(Z)) - 1 = \deg(p_d \circ f | Z) - 1 = \deg(f) m_0(Y) - 1
\]
and \( m_0(Y) = \frac{1}{\deg(f)} [\mu(X_0) + 1] \), which proves (iii).

\[\square\]

5. Euler obstruction and polar multiplicities

The local Euler obstruction for nonsingular varieties, introduced by MacPherson in [10] in a purely obstructional way, is an invariant that is also associated to the polar invariants. The local Euler obstruction plays an important role in MacPherson’s affirmative response to a conjecture of Deligne and Grothendieck on the existence of Chern classes for singular complex algebraic varieties (see [6], [10] and [8]).

Le and Teissier in [8] showed a formula to compute the multiplicities of the local polar varieties. With the aid of Gonzalez-Sprinberg’s purely algebraic interpretation of the local Euler obstruction given in [2], they showed that the local Euler obstruction is an alternating sum of the multiplicities of the local polar varieties. For a definition and properties of the local Euler obstruction, we refer to [10] and [2]. The following result shows how the local Euler obstruction and the polar multiplicities are related.

**Theorem 5.1** ([8]). Let \( X \) be a germ at zero of a reduced analytic space in \( \mathbb{C}^n \) of dimension \( d \). Then \( Eu_0(X) = \sum_{k=0}^{d-1} (-1)^k m_k(X) \), where \( m_k(X) \) is the \( k \)-th-polar multiplicity of \( X \) at zero and \( Eu_0(X) \) denotes the local Euler obstruction at zero of \( X \).

We apply this result to obtain an explicit algebraic formula for the local Euler obstruction of the image of a finite morphism.

**Corollary 5.2.** Let \( f : Z^d \rightarrow Y^d \) be a finite morphism, where \( Z^d \subseteq \mathbb{C}^n \) and \( Y^d \subseteq \mathbb{C}^p \) are germs at zero of reduced analytic varieties and \( Z^d \) is an ICIS in \( \mathbb{C}^n \). Then,
\[
Eu_0(Y) = \frac{1}{\deg(f)} \left[ (-1)^d \mu(Z) + 1 + \deg(f) m_0(\Delta(f)) + (-1)^{d-1} e_Z(f) \right].
\]

**Proof.** From Theorem 4.8 we have
\[
(2) \sum_{i=0}^{d-1} (-1)^i m_k(Y) = \frac{1}{\deg(f)} \left[ (-1)^{d-1} \mu(X_{d-1}) + 1 + \deg(f) m_0(\Delta(f)) \right].
\]

Since \( X_d = (p_0 \circ f)^{-1}(0) = V(I(Z)) = Z \) is an ICIS, we apply Theorem 4.6 to obtain
\[
\mu(X_d) + \mu(X_{d-1}) = \dim \mathcal{O}_n \frac{\mathcal{O}_n}{(I(Z), J(p_1 \circ f, I(Z)))} = e_Z(f).
\]
Hence
\[ (3) \quad (-1)^{d-1} \mu(X_{d-1}) = (-1)^d \mu(X_d) + (-1)^{d-1} e_Z(f). \]

Therefore, substituting (3) in (2) we get
\[ \sum_{i=0}^{d-1} (-1)^i m_i(Y) = \frac{1}{\deg(f)} \left[ (-1)^d \mu(Z) + 1 + \deg(f) m_0(\Delta(f)) + (-1)^{d-1} e_Z(f) \right], \]
and the result follows from Theorem 5.1. \qed

6. Applications

In this section we compare our results with some special cases of finite morphisms that recently appeared in the literature.

6.1. Map germs on curves. Nuño-Ballesteros and Tomazella in [13] studied map germs from reduced curves \( X \) in \( \mathbb{C}^n \) to curves \( Y \) in \( \mathbb{C}^p \) and showed how to compute the local polar multiplicity \( m_0(Y, 0) \).

**Theorem 6.1** ([13 Theorem 4.7]). Let \( (X, 0) \) be a 1-dimensional ICIS, defined by \((X, 0) = V(g_1, \ldots, g_{n-1}) \) in \((\mathbb{C}^n, 0)\) and \( f : (X, 0) \to (\mathbb{C}^p, 0) \) be a finite function germ onto its image \((Y, 0)\) of degree \( \deg(f) \). Then for any generic linear projection \( p : \mathbb{C}^p \to \mathbb{C} \):
\[ m_0(Y) = \frac{1}{\deg(f)} \left[ \dim_{\mathbb{C}} O_n^{(g_1, \ldots, g_{n-1}, J(g_1, \ldots, g_{n-1}, p \circ f))} - \mu(X, 0) + 1 \right]. \]

**Remark 6.2.** This result is a special case of Theorem 4.8. We remember that as \( Y \) is a curve, its local Euler obstruction at zero coincides with its multiplicity \( m_0(Y) \).

6.2. Polar multiplicities of multiple points sets. The computation of the polar multiplicities of multiple points sets in the discriminant of a co-rank one finitely determined map germ from \( \mathbb{C}^n \) to \( \mathbb{C}^p \) is a special case of Corollary 5.2.

**Theorem 6.3** ([4 Theorem 4.4]). Let \( f : (\mathbb{C}^n, 0) \to (\mathbb{C}^p, 0) \) be a finitely determined map germ of co-rank one with \( n < p \). Then
\[ \sum_{i=0}^{d-1} (-1)^i N(\mathcal{P}) m_i(f(D^k(f, \mathcal{P}))) = (-1)^d \mu(D^k(f, \mathcal{P})) + 1 + (-1)^{d+1} e_{D^k(f, \mathcal{P})}(f(D^k(f, \mathcal{P}))). \]

In this theorem, \( D^k(f, \mathcal{P}) \subset \mathbb{C}^{n-1+k} \) denotes the multiple points set of \( f \) with respect to a partition \( \mathcal{P} \) of \( n \). The set \( D^k(f, \mathcal{P}) \subset \mathbb{C}^n \) is the natural projection of \( D^k(f, \mathcal{P}) \subset \mathbb{C}^{n-1+k} \) on \( \mathbb{C}^n \), the number \( e_{D^k(f, \mathcal{P})}(f(D^k(f, \mathcal{P}))) \) is given in Definition 4.3 and \( N(\mathcal{P}) \) denotes the degree of \( f \) restricted to \( D^k(f, \mathcal{P}) \). For a precise definition of the scheme structure of these multiple points sets of \( f \), we refer to [11].

The case of \( n = 2 \) and \( p = 3 \) was described by Gaffney in [1 Proposition 8.6].
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For co-rank one map germs from \((\mathbb{C}^n, 0)\) to \((\mathbb{C}^n, 0)\) we have the following:

**Theorem 6.4** ([4, Theorem 4.3]). Let \(f : (\mathbb{C}^n, 0) \to (\mathbb{C}^n, 0)\) be a finitely determined map germ of co-rank one. Then,

\[
\sum_{i=0}^{n-m-1} (-1)^i N(P)m_i(f \circ q(D^\ell(f,P))) = (-1)^{n-m}\mu(D^\ell(f,P)) + 1 + (-1)^{n-m+1}c_{D^\ell(f,P)}(f \circ q(D^\ell(f,P))).
\]

In this theorem \(D^\ell(f,P) \subset \mathbb{C}^{n-1+\ell}\) denotes the \(\ell\)-multiple points set of \(f\), \(q\) denotes a generic linear projection \(q : \mathbb{C}^{n-1+\ell} \to \mathbb{C}^n\) and \(N(P)\) denotes the degree of \(f \circ q\) restricted to \(D^\ell(f,P)\).

The case of \(n = 2\) and \(p = 2\) was described by Gaffney in [1, Proposition 9.2].

**Remark 6.5.** These theorems were not correctly stated in the original articles. To correct them we follow the arguments given in Remark 4.2 and add the term \(N(P)m_0(\Delta(g))\) in its right-hand side of their equations, where \(g = f_{|D^\ell(f,P)}\) in Theorem 6.3 and \(g = f \circ q\) in Theorem 6.4 respectively.
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