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ABSTRACT. We consider the nonnegative viscosity solution of the homogeneous Dirichlet problem for an eikonal equation associated to an operator sum of squares of vector fields of Grushin type in a symmetric domain. We show that the solution is locally Lipschitz continuous except at the characteristic boundary point. In the characteristic boundary point the solution has a Hölder regularity with exponent related to the Hörmander bracket condition. Finally, the singular set is an analytic stratification given by the characteristic boundary point and a half line.

1. INTRODUCTION AND STATEMENT OF THE RESULTS

Let $M > 0$, let $k$ be a positive integer and define

$$
\Omega = \{(x, y) \in \mathbb{R}^n \times \mathbb{R} \mid y > M|x|^{k+1}\}.
$$

We consider the homogeneous Dirichlet problem

$$
\begin{align*}
\begin{cases}
|\nabla_x u(x, y)|^2 + |x|^{2k}(\partial_y u(x, y))^2 = 1 \quad \text{in} \quad \Omega, \\
u = 0 \quad \text{on} \quad \partial \Omega.
\end{cases}
\end{align*}
$$

(1.1)

We observe that

1. the vector fields $X_i = \partial_{x_i}$ and $X_{n+i} = x_i \partial_y$, $i = 1, \ldots, n$, satisfy the Hörmander bracket condition;

2. $\partial \Omega$ is smooth and $(0, 0) \in \partial \Omega$ is a characteristic point.

We recall that a continuous function $u : \Omega \to \mathbb{R}$ is a viscosity subsolution of equation (1.1) if for every function $\varphi$ of class $C^1$ such that $u - \varphi$ has a local maximum at $(x, y) \in \Omega$ we have

$$
|\nabla_x \varphi(x, y)|^2 + |x|^{2k}(\partial_y \varphi(x, y))^2 \leq 1.
$$

Furthermore, $u$ is a viscosity supersolution of equation (1.1) if for every function $\varphi$ of class $C^1$ such that $u - \varphi$ has a local minimum at $(x, y) \in \Omega$ we have

$$
|\nabla_x \varphi(x, y)|^2 + |x|^{2k}(\partial_y \varphi(x, y))^2 \geq 1.
$$
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If a function $u$ is both a viscosity subsolution and supersolution of equation (1.1), we say that $u$ is a viscosity solution of equation (1.1).

The regularity in the interior of a solution of (1.1) can be studied as in [10]. Following such an approach one may obtain local Hölder regularity of the exponent $1/(k+1)$ (see [11]). On the other hand, we recall that in the set $\Omega \setminus \{(0,y) : y > 0\}$, since the equation is (locally) nondegenerate, $u$ is locally Lipschitz continuous. We prove

**Theorem 1.1.** The nonnegative viscosity solution of the Dirichlet problem (1.1) is locally Lipschitz continuous in $\Omega$. Furthermore, $u$ is Hölder continuous of the exponent $1/(k+1)$ at $(0,0)$.

**Remark 1.1.** (i) We point out that the exponent $1/(k+1)$ in Theorem 1.1 is optimal.

(ii) In [7] the authors proved that if $\Delta$ is a fat distribution in $\mathbb{R}^{n+1}$, then for every $x_0 \in \mathbb{R}^{n+1}$ the sub-Riemannian distance function, $d_{SR}(x_0, \cdot)$, is locally semiconcave (hence locally Lipschitz continuous) in $\mathbb{R}^{n+1} \setminus \{x_0\}$. In the special case $k = 1$, the fact that the nonnegative viscosity solution of (1.1) is locally Lipschitz continuous in $\Omega$ can be deduced from Corollary 6.1 of [7].

In other words, the degeneracy of the equation reflects on the regularity of the solution near the characteristic boundary point. We define

$\Sigma(u) = \{(x,y) \in \overline{\Omega} \mid u \text{ is not differentiable at } (x,y)\}$.

We recall that, in the case of a noncharacteristic smooth boundary, the solution is smooth near the boundary (see e.g. [1]). We have

**Theorem 1.2.** Let $u$ be the nonnegative viscosity solution of the Dirichlet problem (1.1). Then, $\Sigma(u) = \{(0,y) \mid y \geq 0\}$.

We remark that Theorem 1.2 is in accordance with the results proved in [16] and [5]. Indeed, the viscosity solution of the Dirichlet problem for an eikonal type equation with real analytic data (and suitable additional conditions which are satisfied in the case of equation (1.1)) is expected to be a subanalytic function. Then, using the general result in [15] one obtains that $\Sigma(u)$ is an analytic stratification. Theorem 1.2 yields that in the case of equation (1.1), due to the fact that the domain $\Omega$ is symmetric, there are only two strata: the point $(0,0)$ and the half line $\{(0,y) \mid y > 0\}$.

### 2. Proof of Theorem 1.1

We begin with an existence and uniqueness result.

**Theorem 2.1.** There exists a unique nonnegative viscosity solution $u \in C(\Omega)$ of (1.1). Furthermore, we have

(i) $u(x,y) = u(Rx,y)$, for every $(x,y) \in \Omega$ and for every orthogonal matrix $R$;

(ii) $\lambda u(x,y) = u(\lambda x, \lambda^{k+1} y)$, for every $(x,y) \in \Omega$ and for every $\lambda > 0$.

**Proof.** The existence of a nonnegative continuous viscosity solution of (1.1) can be proved using the Perron-Ishii method. For this purpose consider the functions

$$v_1(x,y) = \frac{M}{\sqrt{1 + M^2}} \left(-|x| + \left( \frac{y}{M} \right)^{\frac{1}{k+1}} \right) \quad ((x,y) \in \overline{\Omega})$$
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and
\[ v_2(x, y) = -|x| + \left( \frac{y}{M} \right)^{\frac{1}{k+1}} \quad ((x, y) \in \Omega). \]

A direct computation shows that \( v_1 \) is a nonnegative viscosity subsolution of equation (1.1) and \( v_2 \) is a nonnegative viscosity supersolution. Furthermore \( v_1 = v_2 = 0 \) on \( \partial \Omega \). Defining
\[ u(x, y) = \sup \{ v(x, y) : v \text{ is a viscosity subsolution of (1.1)} \text{ and } v_1 \leq v \leq v_2 \text{ in } \Omega \}, \]
it is a standard argument of the theory of viscosity solutions to conclude that \( u \) is a continuous viscosity solution of (1.1) (see e.g. [12]).

Let us prove the uniqueness of the nonnegative viscosity solution of problem (1.1). Applying the Kružkov transformation \( w(x, y) = 1 - e^{-u(x, y)} \), it suffices to show that if \( w_1 : \Omega \to [0, 1] \) and \( w_2 : \Omega \to [0, 1] \) are a viscosity subsolution and supersolution respectively of the Dirichlet problem
\[ w(x, y) + \sqrt{|D_x w(x, y)|^2 + |x|^{2k}(\partial_y w(x, y))^2} = 1 \quad \text{in } \Omega \quad w \big|_{\partial \Omega} = 0 \]
and \( w_1 = w_2 = 0 \) on \( \partial \Omega \), then \( w_1 \leq w_2 \) in \( \Omega \). For \( \delta > 0 \), set
\[ M_\delta = \max_{(x, y) \in \Omega} \left\{ w_1(x, y) - w_2(x, y) - \delta y^2 \right\}. \]

We note that \( M_\delta \in [0, 2] \). We claim that
\[ \limsup_{\delta \downarrow 0} M_\delta = 0. \]

We point out that (2.1) yields the conclusion. Indeed,
\[ w_1(x, y) \leq w_2(x, y) + \delta y^2 + M_\delta \quad \forall (x, y) \in \Omega \]
and, for fixed \((x, y) \in \Omega\), taking the limit, as \( \delta \downarrow 0 \), in the above inequality we deduce that \( w_1 \leq w_2 \) in \( \Omega \).

For \( \varepsilon, \delta > 0 \) we define
\[ \Phi_{\delta, \varepsilon}(x, y, z, t) = w_1(x, y) - w_2(z, t) - \frac{\delta}{2} y^2 - \frac{\delta}{2} t^2 - \frac{|x - z|^2 + (y - t)^2}{2 \varepsilon}. \]

We have that there exists \((x_\varepsilon, y_\varepsilon), (z_\varepsilon, t_\varepsilon) \in \Omega\) such that
\[ \max_{(x, y), (z, t) \in \Omega} \Phi_{\delta, \varepsilon}(x, y, z, t) = \Phi_{\delta, \varepsilon}(x_\varepsilon, y_\varepsilon, z_\varepsilon, t_\varepsilon). \]

We point out that
\[ \Phi_{\delta, \varepsilon}(x_\varepsilon, y_\varepsilon, z_\varepsilon, t_\varepsilon) \geq M_\delta. \]

We remark that the points \((x_\varepsilon, y_\varepsilon)\) and \((z_\varepsilon, t_\varepsilon)\) are contained in a compact set of \( \Omega \) (depending on the parameter \( \delta \) and independent of \( \varepsilon \)). Furthermore, there exists \( C \) such that
\[ |x_\varepsilon - z_\varepsilon|^2 + (y_\varepsilon - t_\varepsilon)^2 \leq C \varepsilon. \]
Possibly taking a subsequence \( \varepsilon_j \downarrow 0 \), we may assume that there exists \((\hat{x}, \hat{y})\) such that
\[ \lim_{\varepsilon \downarrow 0} (x_\varepsilon, y_\varepsilon) = (\hat{x}, \hat{y}). \]
Hence, using the inequality \( \Phi_{\delta, \varepsilon}(x, y, z, t) \geq \Phi_{\delta, \varepsilon}(\tilde{x}, \tilde{y}, \tilde{z}, \tilde{t}) \), we deduce that
\[
(2.5) \quad \lim_{\varepsilon \to 0} \frac{|x - z\varepsilon|^2 + (y - t\varepsilon)^2}{2\varepsilon} = 0.
\]
If there exists a sequence \( \varepsilon_j \) such that \( \varepsilon_j \downarrow 0 \) and \( (x_{\varepsilon_j}, y_{\varepsilon_j}) \in \partial \Omega \), then by (2.2), \( M_\delta \leq 0 \), and the conclusion follows. Analogously, if there exists a sequence \( \varepsilon_j \) such that \( \varepsilon_j \downarrow 0 \) and \( (z_{\varepsilon_j}, t_{\varepsilon_j}) \in \partial \Omega \), then passing to the limit in the inequality (2.2) the conclusion follows. Let us suppose that \((x, y), (z, t) \in \Omega \). Using the definition of viscosity subsolution and supersolution we obtain that
\[
M_\delta + \frac{|x - z\varepsilon|^2 + (y - t\varepsilon)^2}{2\varepsilon} + \frac{\delta}{2}y^2 + \frac{\delta}{2}t^2 \leq w_1(x, y) - w_2(z, t)
\]
\[
\leq \sqrt{\frac{|x - z\varepsilon|^2 + |z\varepsilon|^{2k}(-\delta \varepsilon + \frac{y}{\varepsilon} - \frac{t}{\varepsilon})}{\varepsilon}} - \sqrt{\frac{|x - z\varepsilon|^2 + |x\varepsilon|^{2k}(\delta \varepsilon + \frac{y}{\varepsilon} - \frac{t}{\varepsilon})}{\varepsilon}}.
\]
An elementary algebraic computation yields that there exist a positive number \( \gamma < 1 \) and a constant \( C_1 \) independent of \( \varepsilon \) such that
\[
M_\delta \leq C_1 \left( \delta^\gamma + \frac{|x - z\varepsilon| |y - t\varepsilon|}{\varepsilon} \right).
\]
Hence, taking the limit in the above inequality, as \( \varepsilon \downarrow 0 \), using (2.5) and then sending \( \delta \downarrow 0 \), we conclude that \( \lim_{\varepsilon \to 0} M_\delta = 0 \) and the uniqueness result follows.

Let us verify that \( u \) satisfies conditions (i) and (ii) in the statement of the theorem. Let \( u \) be the nonnegative viscosity solution of (1.1), let \( R \) be an orthogonal matrix and let \( \lambda \) be a positive number. We have that the functions \( u(Rx, y) \) and \( \lambda^{-1}u(\lambda x, \lambda^{1/(k+1)}y) \) satisfy (1.1). Hence, by uniqueness, we deduce that \( u(x, y) = u(Rx, y) \) and \( u(x, y) = \lambda^{-1}u(\lambda x, \lambda^{1/(k+1)}y) \). This completes our proof. \( \square \)

Let us show that \( u \) is Hölder continuous of the exponent \( 1/(k+1) \) (and not better) at the point \((0, 0)\). We recall that, by construction,
\[
0 \leq \frac{M}{\sqrt{1 + M^2}} \left( -|x| + \left( \frac{y}{M} \right)^{\frac{1}{1+i}} \right) \leq u(x, y) \leq -|x| + \left( \frac{y}{M} \right)^{\frac{1}{1+i}}.
\]
Hence, for every \((x, y) \in \Omega\), we obtain the Hölder estimate
\[
|u(x, y) - u(0, 0)| = u(x, y) \leq -|x| + \left( \frac{y}{M} \right)^{\frac{1}{1+i}} \leq \left( \frac{|x|^2 + y^2}{M^{1/(k+1)}} \right)^{\frac{1}{1+i}}.
\]
Moreover, since on the \( y \) axis
\[
\frac{M}{\sqrt{1 + M^2}} \left( \frac{y}{M} \right)^{\frac{1}{1+i}} \leq u(0, y),
\]
we deduce that our Hölder estimate is optimal.

Let us show that \( u \) is locally Lipschitz continuous in \( \Omega \). If \((x, y) \in \Omega \) with \( x \neq 0 \), the equation (1.1) is nondegenerate near \((x, y)\), and it is well known that every (sub)solution of a nondegenerate eikonal equation is locally Lipschitz continuous (see e.g. [3]).

It remains to consider the case of a point of the form \((0, y)\) with \( y > 0 \).
First we show that $u$ is locally Lipschitz w.r.t. the variable $x$. More precisely, let \( \Omega' \subseteq \Omega'' \subseteq \Omega \). We want to show that
\[
(2.6) \quad |u(x, y) - u(x', y)| \leq c|x - x'| \quad \forall (x, y), (x', y) \in \Omega'.
\]
This part of the proof follows the ideas introduced in [10]. For this purpose, let us consider the upper \( \varepsilon \)-envelope of $u$ (in $\Omega''$), i.e.
\[
(2.7) \quad u^\varepsilon(x, y) = \sup_{(z, t) \in \Omega''} \left\{ u(z, t) - \frac{|x - z|^2 + (y - t)^2}{\varepsilon} \right\}.
\]
The following properties of $u^\varepsilon$ are well known (see e.g. [13]):
1. $u^\varepsilon \geq u$ in $\Omega''$;
2. $u^\varepsilon$ is Lipschitz continuous in $\Omega'$, and there exists $C$ independent of $\varepsilon$ such that, for every $(x, y), (x', y') \in \Omega'$,
\[
|u^\varepsilon(x, y) - u^\varepsilon(x', y')| \leq \frac{C}{\varepsilon} (|x - x'| + |y - y'|);
\]
3. $\lim_{\varepsilon \to 0} \sup_{(x, y) \in \Omega'} |u^\varepsilon(x, y) - u(x, y)| = 0$.

We claim that there exists $c > 0$ such that $u^\varepsilon$ is a viscosity subsolution of the equation
\[
(2.8) \quad |\nabla_x u^\varepsilon(x, y)| + |x|^k |\partial_y u^\varepsilon(x, y)| = c \quad \text{in } \Omega'.
\]
Let $\varphi$ be a function of class $C^1$ such that $u^\varepsilon - \varphi$ has a local maximum at $(x_0, y_0) \in \Omega'$. Let $(x'_0, y'_0)$ be a point given by the formula
\[
u^\varepsilon(x_0, y_0) = u(x'_0, y'_0) - \frac{|x_0 - x'_0|^2 + |y_0 - y'_0|^2}{\varepsilon}.
\]
Furthermore, we have
\[
(2.9) \quad |x_0 - x'_0|^2 + |y_0 - y'_0|^2 \leq \varepsilon \text{osc }_{\Omega'} u.
\]
Here, as usual, $\text{osc }_{\Omega'} u = \sup_{\Omega'} u - \inf_{\Omega'} u$.

We remark that $(x'_0, y'_0)$ is in the interior of $\Omega''$. Indeed, denoting by $\omega$ a modulus of continuity for $u$ in $\Omega''$, we have that for every $(x, y) \in \Omega'$,
\[
u^\varepsilon(x, y) = \sup_{(x', y') \in A} \left\{ u(x', y') - \frac{|x - x'|^2 + |y - y'|^2}{\varepsilon} \right\}
\]
with
\[
A = \{(x', y') \in \Omega'' | \left( |x - x'|^2 + |y - y'|^2 \right) \leq 2\|u\|_{L^\infty(\Omega'')} \varepsilon \quad \text{and} \quad \left( |x - x'|^2 + |y - y'|^2 \right) \leq \varepsilon \omega(|x - y|) \}.
\]
Then, for every $(x, y)$ and $(x', y')$ close to $(x_0, y_0)$ and $(x'_0, y'_0)$ respectively, we have that
\[
u(x', y') - \frac{|x - x'|^2 + |y - y'|^2}{\varepsilon} - \varphi(x, y)
\]
\[
\leq \nu(x'_0, y'_0) - \frac{|x_0 - x'_0|^2 + |y_0 - y'_0|^2}{\varepsilon} - \varphi(x_0, y_0).
\]
Hence, taking $(x, y) = (x_0 + x' - x'_0, y_0 + y' - y'_0)$ in the above formula, we deduce that
\[
u(x', y') - \varphi(x_0 + x' - x'_0, y_0 + y' - y'_0) \leq \nu(x'_0, y'_0) - \varphi(x_0, y_0);
\]
i.e. $u - \varphi$ has a local maximum at $(x_0', y_0')$ and

$$D\varphi(x_0, y_0) = \frac{2}{\varepsilon}(x_0' - x_0, y_0' - y_0).$$

Since $u$ is a viscosity subsolution of equation (1.1), we have that

$$1 \geq \sqrt{\nabla_x \varphi(x_0, y_0)^2 + |x_0'|^{2k}(\partial_y \varphi(x_0, y_0))^2}$$

$$\geq (|\nabla_x \varphi(x_0, y_0)| + |x_0'|^k |\partial_y \varphi(x_0, y_0)|)/\sqrt{2}.$$

Hence, using (2.9), we conclude that there exists $c > 0$ dependent on $\Omega''$ and $\partial \Omega, u$ such that

$$|\nabla_x \varphi(x_0, y_0)| + |x_0|^k |\partial_y \varphi(x_0, y_0)| \leq c;$$

i.e. (2.8) holds.

In particular, since $u^\varepsilon$ is locally Lipschitz continuous, we have that

$$|\nabla_x u^\varepsilon(x, y)| + |x|^k |\partial_y u^\varepsilon(x, y)| \leq c \quad \text{a.e. in } \Omega'.$$

Hence, we deduce that

$$|u^\varepsilon(x, y) - u^\varepsilon(x', y)| \leq c|x - x'| \quad \forall (x, y), (x', y) \in \Omega',$$

and, taking the limit as $\varepsilon \downarrow 0$ in the above inequality, we conclude that the partial Lipschitz estimate (2.6) holds. Let $(x, y')$ be a point near $(0, y)$; then

$$|u(x, y') - u(0, y)| \leq |u(x, y') - u(0, y')| + |u(0, y') - u(0, y)|$$

$$\leq 2|x| + u(0, 1)(|y'|^{1/(k+1)} - (y)^{1/(k+1)}).$$

In the last line we used the homogeneity of $u$,

$$\lambda u(0, 1) = u(0, \lambda^{k+1}).$$

Hence, provided that $|y|$ and $|y'|$ are away from 0 (uniformly bounded below by a positive constant), we deduce that

$$|u(x, y') - u(0, y)| \leq C||x| + |y - y'||.$$

This completes the proof of the local Lipschitz regularity of $u$.

3. PROOF OF THEOREM 1.2

We want to show that, for every $y > 0$, $u$ is not differentiable at $(0, y)$. We argue by contradiction assuming that $u$ is differentiable at $(0, y)$, for a suitable $y > 0$. Then equation (1.1) implies that

$$|\nabla_x u(0, y)| = 1.$$

On the other hand, by (i) in Theorem 2.1, we have that

$$\nabla_x u(0, y) = 0.$$

From this contradiction we deduce that $u$ is not differentiable in the set $\{(0, y) : y > 0\}$, i.e. $\{(0, y) : y > 0\} \subset \Sigma(u)$. We remark that the point $(0, 0)$ cannot be a point of differentiability for $u$ (otherwise $u$ would be better than Hölder continuous at $(0, 0)$, in contradiction with Theorem 1.1).

It remains to show that all the singularities of $u$ are in the set $\{(0, y) : y \geq 0\}$.

We point out that the points in $\partial \Omega \setminus \{(0, 0)\}$ are points of differentiability for $u$. Indeed, let $(x_0, y_0) \in \partial \Omega \setminus \{(0, 0)\}$. Then there exists a neighbourhood of $(x_0, y_0)$,
B, such that \( x \neq 0 \) for every \((x, y) \in B\). Hence, the Hamiltonian \( H(x, p, q) = |p|^2 + |x|^{2k}q^2 \) is nondegenerate and smooth. We recall the following characterization (see [2] and [4]): let \( \mathcal{O} \subset \mathbb{R}^n \) be a convex set, let \( \Gamma \subset \partial \mathcal{O} \) and let \( u \) be a continuous viscosity solution of the eikonal equation

\[
\begin{cases}
(A(z)Du(z), Du(z)) = 1 & \text{in } \mathcal{O}, \\
u = 0 & \text{on } \Gamma.
\end{cases}
\]

Assume that \( A(\cdot) \) is positive definite and that \( z \mapsto A(z) \) is of class \( C^{1,1} \). Then, \( u \) is differentiable at \( z_0 \in \Gamma \) if and only if \( \Gamma \) is differentiable at \( z_0 \).

Since \( \Omega \) is convex the characterization above applies to \( u \), and we deduce that \((x_0, y_0) \notin \Sigma(u)\) since \((x_0, y_0)\) is a point of differentiability for \( \partial \Omega \).

We argue by contradiction assuming that there exists a singular point \((x_1, y_1) \in \Omega \) with \( x_1 \neq \Phi \). We may assume that \( x_1 > 0 \). Furthermore, since \( u \) is rotationally invariant w.r.t. the variables \( x \), it suffices to consider the case of \( n = 1 \). Condition (ii) in Theorem 2.1 implies that

\[
\Lambda := \{ (\lambda x_1, \lambda^{k+1}y_1) : \lambda > 0 \} \subset \Sigma(u).
\]

Our proof is completed if we show that \( \Lambda = \emptyset \).

We recall that the nonnegative viscosity solution of (1.1) can be represented as the minimum time function of the following problem. Consider the state equation

\[
\begin{cases}
x'(t) = \alpha(t), & t > 0, \\
y'(t) = [x(t)]^k \beta(t), & t > 0, \\
(x(0), y(0)) = (x, y) \in \mathbb{R}^2.
\end{cases}
\]

Here, \((\alpha, \beta) : [0, +\infty) \to \overline{B}_1(0)\), the control, is a measurable function taking values in the closed unit ball of \( \mathbb{R}^2 \) with center at the origin. We denote by \( \mathcal{A} \) the set of all the control functions. We consider the target \( \mathcal{K} = \partial \Omega \). As usual we define the arrival time to the target \( \mathcal{K} \) of the trajectory starting at \((x, y) \in \Omega \) as

\[
\tau((x, y), (\alpha, \beta)) = \inf\{ t \geq 0 : (x(t), y(t)) \in \partial \Omega \} \in [0, \infty].
\]

Then the minimum time function is given by

\[
T(x, y) = \inf_{(\alpha, \beta) \in \mathcal{A}} \tau((x, y), (\alpha, \beta)).
\]

Let \((x, y) \in \Omega\); if \((\alpha, \beta)\) is a control function realizing the above infimum, then we say that \((\alpha, \beta)\) is an optimal control. Furthermore, the solution of the state equation (3.1) associated to such a control function is called an optimal trajectory. Since the vector fields \( \partial_x \) and \( x^k \partial_y \) satisfy the Hörmander bracket condition, we have that \( T \) is continuous. Furthermore, \( T \) is a viscosity solution of equation (1.1). Hence, by uniqueness, \( u(x, y) = T(x, y) \) for \((x, y) \in \overline{\Omega}\).

We claim that there exist a point \((x_0, y_0)\), with \( x_0 > 0 \), and a time optimal trajectory starting at \((x_0, y_0)\), \((x(\cdot), y(\cdot))\) such that

\[
y_0 > x_0^{k+1} y_0^{k+1}
\]

and

\[
(x(T(x_0, y_0)), y(T(x_0, y_0))) \in \partial \Omega \setminus \{(0, 0)\}.
\]
In order to prove our claim we argue by contradiction assuming that for every \((x, y)\), with \(x > 0\) and \(y > y_1 x^{k+1} / x_1^{k+1}\), and for every time optimal trajectory starting at \((x, y)\), \((x(\cdot), y(\cdot))\), we have that
\[
(x(T(x, y)), y(T(x, y))) = (0, 0). \tag{3.4}
\]
We denote by \(d(x, y)\) the sub-Riemannian distance of \((x, y)\) from \((0, 0)\) associated to the vector fields \(\partial_x\) and \(x^k \partial_y\). We recall that \(d\) is a continuous viscosity solution of the equation
\[
(\partial_x d(x, y))^2 + x^{2k} (\partial_y d(x, y))^2 = 1 \quad \text{in} \quad \mathbb{R}^2 \setminus \{(0, 0)\}. \tag{3.5}
\]
Since \(d\) is a (super-)solution of equation \((3.5)\) and \(d \geq u\) on \(\partial \Omega\), by comparison, we deduce that
\[
d(x, y) \geq u(x, y) \quad \forall (x, y) \in \Omega. \tag{3.6}
\]
If \((x, y)\) is a point such that \(y > y_1 x^{k+1} / x_1^{k+1}\), by \((3.4)\), we deduce that
\[
u(x, y) = d(x, y)
\]
and a time optimal trajectory starting at \((x, y)\) coincides with a geodesic between \((x, y)\) and \((0, 0)\). We recall that a geodesic is a solution of the Hamiltonian system
\[
\begin{aligned}
z'(t) &= \frac{1}{2} \zeta(t), \\
y'(t) &= \frac{1}{2} \eta(t) [z(t)]^{2k}, \\
\zeta'(t) &= -\frac{k}{2} [\eta(t)]^2 [z(t)]^{2k-1}, \\
\eta'(t) &= 0
\end{aligned} \tag{3.7}
\]
with the boundary conditions
\[
(z(0), y(0)) = (x, y) \quad \text{and} \quad (z(1), y(1)) = (0, 0).
\]
Taking the time derivative of the first equation in \((3.7)\) and using the third equation we find that
\[
z''(t) = -\frac{k}{4} \eta^2 [z(t)]^{2k-1} \quad t \in [0, 1].
\]
Now, an elementary computation yields that
\[
t = \int_x^z \left( |z'(1)|^2 - \frac{\eta^2 [z(t)]^{2k}}{4} \right)^{-1/2} ds.
\]
Hence, using \(z\) as a parameter, we deduce that
\[
\frac{dy}{dz} = \frac{\eta}{2} z^{k} \left( |z'(1)|^2 - \frac{\eta^2 [z(t)]^{2k}}{4} \right)^{-1/2}.
\]
Set \(f(z) = M z^{k+1}\). The fact that the geodesic \((z(\cdot), y(\cdot))\) belongs to the set \(\Omega\) implies that there exists \(\delta > 0\) such that
\[
y(z) > f(z) \quad \forall z \in ]0, \delta[^\cdot,
\]
but this is in contradiction with the fact that, by \((3.8)\), the function \(y\) vanishes of higher order than the function \(f\) at \(z = 0\). Hence our claim \((3.3)\) follows.
We observe that the Hamiltonian, \( H(x, p, q) = p^2 + x^2q^2 \), is smooth and strictly convex w.r.t. \((p, q)\) if \(x \neq 0\). Hence, by [3], \(u\) is a semiconcave function in every bounded subset of \(\Omega \setminus \{(0, y) \mid y > 0\}\) (i.e. can be written as the sum of a smooth function with a concave function).

Now, let \((x_0, y_0)\) be a point such that conditions (3.2) and (3.3) are fulfilled. Then, following backwards \((x(\cdot), y(\cdot))\), we find that there exists \(t_0 \in [0, T(x_0, y_0)]\) such that

\[
(x(T(x_0, y_0) - t_0), y(T(x_0, y_0) - t_0)) \in \Lambda = \{(\lambda x_1, \lambda^{k+1} y_1) \mid \lambda > 0\} \subset \Sigma(u).
\]

This fact is in contradiction with the property that if the minimum time function, \(T(\cdot)\), is a semiconcave function and the Hamiltonian is strictly convex w.r.t. the variables \(p\), then \(T(\cdot)\) is differentiable along the optimal trajectories (possibly excluding the endpoints); see [8]. We deduce that \(\Lambda = \emptyset\).

This completes our proof.
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