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Abstract. Proofs of two results about a monomial ideal — describing membership in auxiliary ideals associated to the monomial ideal — are given which do not invoke resolution of singularities. The AM–GM inequality is used as a substitute for taking a log resolution of the monomial ideal.

1. Introduction

Multiplier ideals have a crucial role in some significant recent work in algebraic and analytic geometry. For example, the prominent work in [5], [12], [13], [14], [15], [16] uses these ideals as a fundamental tool, and these ideals underlie the recent progress on the Minimal Model program described in [3]. The utility of multiplier ideals, in these works and other applications, stems from the dual properties with respect to vanishing theorems and measurement of singularities that these ideals exhibit.

There are two ways to define the multiplier ideals commonly appearing in the literature — analytically and algebraically — and the two definitions look initially dissimilar. This is true even when considering ideals (both the input ideal and its multiplier ideal) in the polynomial ring $\mathbb{C}[z_1, \ldots, z_n]$, where the definitions give rise to the same multiplier ideal. Given a non-zero ideal $a = (p_1(z), \ldots, p_k(z)) \subset \mathbb{C}[z_1, \ldots, z_n]$ generated by $k$ polynomials, define another ideal associated to $a$ by

$$J_{an}(a) = \left\{ g \in \mathbb{C}[z_1, \ldots, z_n] : \frac{|g(z)|^2}{|p_1(z)|^2 + \cdots + |p_k(z)|^2} \in L^1_{loc}(\mathbb{C}^n) \right\}. $$

Following Lazarsfeld [9], call this the analytic multiplier ideal associated to $a$. On the other hand, for the algebraic definition, first fix a log resolution of $a: X' \to X$,
with \( a \cdot \mathcal{O}_{X'} = \mathcal{O}_{X'}(-F) \). Then the ideal defined as

\[
J_{al}(a) = \mu_* \mathcal{O}_{X'} \left( K_{X'/X} - [F] \right)
\]

is called the algebraic multiplier ideal associated to \( a \).^{2}

Using either formulation (1.1) or (1.2), it is difficult to actually compute the multiplier ideal associated to a given ideal \( a \). A large class of ideals \( a \) for which (1.2) has been computed, however, are those generated by monomials. In [8], Howald showed that if \( a \subset \mathbb{C}[z_1, \ldots, z_n] \) is generated by monomials, then \( J_{al}(a) \) can be described in terms of the Newton polyhedra associated to the exponent set of the generators (see Theorem 3.1 in Section 3). To establish this result, Howald must, per definition, take a log resolution of \( a \), which he then analyzes using some facts about toric varieties.

In the third section of the paper, we give an elementary analytic proof of Howald’s theorem. This proof uses only the simple Arithmetic Mean-Geometric Mean inequality

\[
x_1^{t_1} \cdots x_k^{t_k} \leq t_1 x_1 + \cdots + t_k x_k \quad (\leq x_1 + \cdots + x_k)
\]

for any \( x_i \geq 0 \) and \( t_i \geq 0 \) such that \( t_1 + \cdots + t_k = 1 \), and a careful examination of the Newton polyhedra associated to the monomial ideal \( a \). The use of (1.3) as a substitute for log resolving \( a \) is the main point of this paper.

In the fourth section of the paper, similar elementary ideas are applied to the notion of integral closure. The AM-GM inequality is used to describe the integral closure of a monomial ideal via the Newton polyhedra, and then this description is used to prove the equivalence of two definitions of integral closure for monomial ideals. This result is not new: the equivalence of the two notions of integral closure, for an arbitrary polynomial ideal, was established by Teissier; see [17] and [10]. But the method of proof in Section 4, which again hinges on using (1.3) rather than log resolution, is the reason for its inclusion.

For the basic facts, examples, applications, and alternate definitions of multiplier ideals, we refer the reader to several well-written sources. For information on the algebraic aspects of multiplier ideals, we recommend both Lazarsfeld’s book [9], Chapter 9, and the survey article of Blickle-Lazarsfeld [1]. For information on the analytic aspects of multiplier ideals, we recommend the two sets of lecture notes by Demailly, [2], [3].

2. Definitions and notation

We start by folding a rational parameter, \( c > 0 \), into the definition of \( J_{an}(a) \).

**Definition 2.1.** If \( a = (p_1(z), \ldots, p_k(z)) \subset \mathbb{C}[z_1, \ldots, z_n] \) is a non-zero ideal generated by \( k \) polynomials and \( c \in \mathbb{Q}^+ \), the ideal corresponding to \( a \), defined by

\[
J_{an}(c \cdot a) = \left\{ g \in \mathbb{C}[z_1, \ldots, z_n] : \frac{|g(z)|^2}{\sum_{j=1}^k |p_j(z)|^{2c}} \in L^1_{loc}(\mathbb{C}^n) \right\},
\]

is called the analytic multiplier ideal of \( a \) of depth \( c \).

\( ^2 \)The notation is explained in the next section, where definitions (1.1) and (1.2) are also generalized.
A log resolution exists for any ideal in the multiplier ideal of the determinant of the Jacobian, where each \( J \) is generated by \( a \) and \( \alpha \). How complicated \((2.3)\) is, however, the special interest in the fundamental work of Hironaka, \[7\].

**Definition 2.4.** Let \( a = (p_1(z), \ldots, p_k(z)) \subset \mathbb{C}[z_1, \ldots, z_n] \) be a non-zero ideal generated by \( k \) polynomials and \( c \in \mathbb{Q}^+ \). Let \( \mu : X' \to \mathbb{C}^n \) be a log resolution of \( a \) and \( E \) the effective divisor such that \( a \cdot O_{X'} = O_{X'}(-E) \). Then the algebraic multiplier ideal of \( a \) of depth \( c \) is defined to be

\[
J_{al}(c \cdot a) = \mu_* O_{X'}(K_{X'/\mathbb{C}^n} - [cE]),
\]

where \([cE]\) denotes the round-down of the divisor \( cE \).

The definition of \( J_{al}(c \cdot a) \) does not depend on the particular log resolution of \( a \); see \[9\], pages 156–158. For basic properties of \( J_{al}(c \cdot a) \), such as subadditivity, see \[4\] and \[11\].

An initial reason for interest in \( J_{an}(c \cdot a) \) and \( J_{al}(c \cdot a) \) is obvious: both measure how complicated \((2.3)\) is. However, the special interest in \( J_{an}(a) \) and \( J_{al}(a) \) arises from the remarkable properties, both local and global, that these particular ideals possess and because of the powerful cohomological vanishing statements that can be inferred using them; cf. \[9\], Chapter 9, \[1\], \[2\], and \[3\].

A monomial ideal is an ideal \( a \subset \mathbb{C}[z_1, \ldots, z_n] \) that is generated by monomials. The notation \( a = \{z_1^{\alpha_1}, \ldots, z_n^{\alpha_n}\} \) will denote the ideal generated by \( k \) monomials where each \( \alpha \) is \( (\alpha_1, \ldots, \alpha_n) \in (\mathbb{N} \cup \{0\})^n \) is a multi-index.

Any monomial \( z_1^{\alpha_1} \cdots z_n^{\alpha_n} \in \mathbb{C}[z_1, \ldots, z_n] \) corresponds to a point of the lattice \( L = \mathbb{N} \cup \{0\} \times \cdots \times \mathbb{N} \cup \{0\} \subset (\mathbb{R}_+ \cup \{0\})^n \) given by \( (\alpha_1, \ldots, \alpha_n) \). The set of generators \( \{z_1^{\alpha_1}, \ldots, z_n^{\alpha_n}\} \) of \( a \) thus determines a certain subset of \( L \). Let \( C \) denote the convex hull of this set in \((\mathbb{R}_+ \cup \{0\})^n\).
Definition 2.6. The (solid) Newton polyhedron of the ideal \( \mathfrak{a} \) is defined as
\[
P(\mathfrak{a}) = \bigcup_{x \in C} x + (\mathbb{R}_+ \cup \{0\})^n.
\]
If \( c \in \mathbb{Q}^+ \), the scaled Newton polyhedron of depth \( c \) is defined as
\[
P(c \mathfrak{a}) = \{c \cdot x : x \in P(\mathfrak{a})\}.
\]

For the rest of the paper, the following convenient, though non-standard, notation will be used. For two multi-indices \( \alpha, \beta \), write \( \alpha \prec \beta \) to denote that \( \alpha_i < \beta_i \) for all \( i = 1, \ldots, n \) and \( \alpha \leq \beta \) for \( \alpha_i \leq \beta_i \) for all \( i = 1, \ldots, n \). Also, the expression \( A \lesssim B \) will mean that there exists a constant \( k > 0 \) such that \( A \leq kB \). Finally, the symbol \( \mathbf{1} \) denotes the \( n \)-tuple \((1, \ldots, 1)\) and \( P^o(\mathfrak{a}) \) denotes the interior of \( P(\mathfrak{a}) \).

3. Howald’s theorem

Howald’s description of the multiplier ideal associated to a monomial ideal is

**Theorem 3.1.** Let \( \mathfrak{a} \) be a monomial ideal, \( \mathfrak{a} = (z^{\alpha_1}, z^{\alpha_2}, \ldots, z^{\alpha_k}) \). Then

(i) \( J_{al}(c \cdot \mathfrak{a}) \) is also a monomial ideal.

(ii) \( z^{\beta} \in J_{al}(c \cdot \mathfrak{a}) \) if and only if \( \beta + \overline{\mathbf{1}} \in P^o(c \mathfrak{a}) \).

We now give a proof of Theorem 3.1 using the definition of \( J_{an}(c \cdot \mathfrak{a}) \) instead of \( J_{al}(c \cdot \mathfrak{a}) \).

**Proof.** The equivalence in (ii) will be proved first. Let \( \beta \) be a multi-index such that \( \beta + \overline{\mathbf{1}} \in P^o(c \mathfrak{a}) \). From Definition 2.6, it is simple to observe that there exist numbers \( t_i \geq 0 \) satisfying \( t_1 + \cdots + t_k = 1 \) such that \( t_1 \alpha_1 + \cdots + t_k \alpha_k \prec \beta + \overline{\mathbf{1}} \).

The first step is to check the integrability of
\[
\left| z^{\beta} \right|^2 \quad \text{near the origin.}
\]

Let \( U \) be the unit polydisc centered at the origin in \( \mathbb{C}^n \). Applying (1.3) to the denominator in (3.2) yields
\[
\int_U \left| z^{\beta} \right|^2 \frac{1}{z^{\alpha^1_{2c}} \cdots + z^{\alpha^k_{2c}}} \, dV(z) \leq \int_U \left| z^{\beta} \right|^2 \frac{1}{z^{\alpha^1_{2c}} \cdots + z^{\alpha^k_{2c}}} \, dV(z) 
\]
\[
\lesssim \int_{[0,1]^n} \frac{1}{r_1^{2\beta_1 + 1} \cdots r_n^{2\beta_n + 1}} \frac{1}{r_1^{2c(\alpha^1_{1} + \cdots + \alpha^1_{2c})} \cdots r_n^{2c(\alpha^k_{1} + \cdots + \alpha^k_{2c})}} \, dr_1 \cdots dr_n 
\]
\[
\lesssim \prod_{i=1}^n \int_0^1 r_i^{2(\beta_i + c(\alpha^1_{i} + \cdots + \alpha^k_{i})))} \, dr_i.
\]

But \( t_1 \alpha^1_1 + \cdots + t_k \alpha^k_1 \prec \beta + \overline{\mathbf{1}} \) implies that each of the one-variable integrals above is finite and therefore \( \left| z^{\beta} \right|^2 \frac{1}{z^{\alpha^1_{2c}} \cdots + z^{\alpha^k_{2c}}} \) is locally integrable near the origin.

The denominator \( |z^{\alpha^1_{2c}} \cdots + z^{\alpha^k_{2c}}| \) does not vanish at a point off the coordinate axes (i.e., if all the coordinates are non-zero), so local integrability near these points follows immediately. For the other zeros of \( |z^{\alpha^1_{2c}} + \cdots + z^{\alpha^k_{2c}}| \), the problem is reduced to integrability near the origin in a smaller dimension, then handled as above. Indeed, suppose \( |z^{\alpha^1_{2c}} \cdots + z^{\alpha^k_{2c}}| \) vanishes at \( w = (w_1, \ldots, w_n) \neq 0 \). Let \( \tilde{w} = (w_{i_1}, \ldots, w_{i_m}) \) be the zero coordinates of \( w \) and let \( \tilde{\beta} = (\beta_{i_1}, \ldots, \beta_{i_m}) \) and
\[ \alpha_j = (\alpha_{i,j}^1, \ldots, \alpha_{t,j}^m) \] denote the corresponding multi-indices. In a small neighborhood of \( w \), the pair of estimates

\[ \frac{|z^\beta|^2}{|z^\alpha|^2c + \ldots + |z^\kappa|^2c} \lesssim \frac{|z^\beta|^2}{|z^\alpha|^2c + \ldots + |z^\kappa|^2c} \lesssim \frac{|z^\beta|^2}{|z^\alpha|^2c + \ldots + |z^\kappa|^2c} \]

holds, since the non-zero coordinates and their powers are bounded from below and above. Thus, the integrability of the middle rational expression near \( w \) in \( \mathbb{C}^n \) is equivalent to the integrability of the bounding rational expression near the origin in \( \mathbb{C}^m \) for some \( m \leq n \). Furthermore, \( t_1c\alpha^1 + \cdots + t_kc\alpha^k < \beta + \mathbf{1} \) implies \( t_1c\alpha^1 + \cdots + t_kc\alpha^k < \beta + \mathbf{1} \), so the integrability of the bounding rational expression follows from the same argument that showed that \( \mathbf{3.2} \) was integrable near the origin. This proves one implication in (ii): \( \beta + \mathbf{1} \in P^o(c\alpha) \implies z^\beta \in J_m(c \cdot \alpha) \).

For the converse, first observe that \( P(c\alpha) \) is cut out by finitely many hyperplanes \( H_1, \ldots, H_N \). Each hyperplane has an equation of the form

\[ H_i : v_i^1x_1 + \cdots + v_i^nx_n = \kappa^i \quad \text{where} \quad \kappa^i = 0 \text{ or } 1, \]

for a vector \( (v_1^i, \ldots, v_n^i) \) normal to the hyperplane. For simplicity, write these equations as

\[ \langle v^i, x \rangle = \kappa^i, \quad i = 1, \ldots, N. \]

Since \( x + \mathbb{R}^n_+ \subset P(\alpha) \) for any point \( x \in P(\alpha) \), the normal vector \( v^i \) to any \( H_i \) can be taken to point toward the inside of the solid Newton polyhedra; i.e., all the components of each vector \( v^i \) may be assumed to be non-negative. Each \( H_i \) splits \( \mathbb{R}^n \) into two half-spaces. With this choice of sign, \( P(c\alpha) \) lies in the region where \( \langle v^i, x \rangle \geq \kappa^i \) and

\[ \gamma \in P(c\alpha) \text{ if and only if } \langle v^i, \gamma \rangle \geq \kappa^i \text{ for all } i = 1, \ldots, N. \]

Now consider a multi-index \( \beta \) such that \( \beta + \mathbf{1} \notin P^o(c\alpha) \). Since \( \beta + \mathbf{1} \notin P^o(c\alpha) \), there exists a hyperplane \( H^\beta \in \{H_1, \ldots, H_N\} \), with normal vector \( v^\beta \), such that

\[ \langle v^\beta, \beta + \mathbf{1} \rangle \leq \langle v^\beta, c\alpha^j \rangle \quad \text{for all } j = 1, \ldots, k. \]

At least one of the components of \( v^\beta \) is non-zero, which can be taken to be the first component without loss of generality. Scale \( v^\beta \) to obtain a vector \( b = (1, b_2, \ldots, b_n) \), \( b_i \geq 0 \) such that

\[ \langle \beta + \mathbf{1}, b \rangle \leq \min_{1 \leq i \leq k} \langle c\alpha^i, b \rangle := m. \]

It is now straightforward to show that the monomial \( z^\beta \) fails to be locally integrable near the origin. If \( U \) is the unit polydisc centered at the origin in \( \mathbb{C}^n \),

\[
\int_U \left| z^\beta \right|^2 dV(z) \\
\geq \int_0^1 \int_{r_1^{b_2}}^{r_2} \cdots \int_{r_1^{b_n}}^{r_2} \frac{r_1^{2b_1+1} \ldots r_n^{2b_n+1}}{r_1^{2c_{a_1} k} \ldots r_n^{2c_{a_n} k}} dr_1 \ldots dr_n \\
\geq \int_0^1 \int_{r_1^{b_2}}^{r_2} \cdots \int_{r_1^{b_n}}^{r_2} \frac{r_1^{2b_1+1} \ldots r_n^{2b_n+1}}{r_1^{2c_{a_1} k} \ldots r_n^{2c_{a_n} k}} \frac{1}{r_1^{2c_{a_1} k} \ldots r_n^{2c_{a_n} k}} dr_1 \ldots dr_n \\
\geq \int_0^1 \frac{r_1 \left( r_1^{2c_{a_1} k} + \cdots + r_1^{2c_{a_n} k} \right)}{r_1^{2c_{a_1} k} \ldots r_n^{2c_{a_n} k}} dr_1 \geq \int_0^1 \frac{1}{r_1^{2c_{a_1} k} \ldots r_n^{2c_{a_n} k}} dr_1 = \infty.
\]
Thus, $z^β \not\in J(c \cdot a)$, which proves the second implication in (ii): $z^β \in J(c \cdot a) \implies β + \tilde{1} \in P^C(c, a)$.

To complete the proof of Theorem 3.1, it remains to show that (i) holds. Observe that the denominator in Definition 2.1 is radial if

$$\sum_{\nu, \bar{\nu}} \nu_{\nu, \bar{\nu}} \leq \gamma$$

Claimed by statement (i).

Using the orthogonality of the monomials $z^u, \nu \in (\mathbb{N} \cup \{0\})^n$, in $L^2(U)$, this finite integral can be rewritten as follows:

$$\int_U \frac{|g(z)|^2}{|z^{α_1}|^{2c} + \cdots + |z^{α_k}|^{2c}} dV(z) = \int_U \frac{1}{\sum_{j=1}^{k} |z^{α_j}|^{2c}} \sum_{j=1}^{k} g_{j} \gamma \frac{z^γ dV(z)}{|z^{α_j}|^{2c}}$$

$$= \sum_{γ} |g_γ|^2 \int_U \frac{|z^γ|^2}{\sum_{j=1}^{k} |z^{α_j}|^{2c}} dV(z).$$

Since there is no cancellation amongst the terms in the last expression, each $\int_U \frac{|z^γ|^2}{\sum_{j=1}^{k} |z^{α_j}|^{2c}}$ must be finite. This says that each monomial $z^γ$ appearing in $g$ must belong to $\mathcal{J}_n(c \cdot a)$. Consequently, $\mathcal{J}_n(c \cdot a)$ is generated by monomials, as claimed by statement (i).

**4. Integral closure of ideals**

If $a = (p_1(z), \ldots, p_k(z)) \subset \mathbb{C}[z_1, \ldots, z_n]$ is a non-zero ideal, the integral closure of $a$ is another geometrically natural ideal associated to $a$. As in the case of multiplier ideals, there are two ways to define the integral closure, algebraically and analytically, and the two definitions look dissimilar.

The algebraic definition of integral closure is

**Definition 4.1.** Let $a \subset \mathbb{C}[z_1, \ldots, z_n]$ be a non-zero ideal. A polynomial $f(z) \in \mathbb{C}[z_1, \ldots, z_n]$ belongs to $\mathfrak{m}^d$ if there exist $b^j \in a^j$ such that $f$ satisfies the following equation:

$$f^N + b_1 f^{N-1} + \cdots + b_{N-1} f + b_N = 0.$$  

Here $a^j$ is the $j$-th power ideal of $a$.

For equivalent algebraic definitions of integral closure, its properties and connection to other ideas, see [9], pages 216–221.

The analytic definition of integral closure is

**Definition 4.3.** Let $a \subset \mathbb{C}[z_1, \ldots, z_n]$ be a non-zero ideal. A polynomial $f(z) \in \mathbb{C}[z_1, \ldots, z_n]$ belongs to $\tilde{a}^m$ if for any $q \in \mathbb{C}^n$ there exists a neighborhood $\mathcal{V}$ of $q$ and $C > 0$ such that

$$|f(z)| \leq C \sum_{i=1}^{k} |p_i(z)| \text{ for all } z \in \mathcal{V},$$

where $a = (p_1, \ldots, p_k)$.

This definition of integral closure is appealing because (4.4) can be used to test membership in $\tilde{a}^m$ transparently.
Teissier [17] and Lejeune-Jalabert and Teissier [10] showed that inequality \((4.4)\) for \(a\) is equivalent to Definition \([3.3]\) is not trivial. However, Teissier [17] and Lejeune-Jalabert and Teissier [10] showed that \(\overline{\mathfrak{a}}^a\) and \(\overline{\mathfrak{a}}^n\) do in fact coincide, for any ideal \(a\) generated by polynomials in \(\mathbb{C}[z_1, \ldots, z_n]\). An essential ingredient in Teissier’s proof is taking a log resolution of the ideal \(a\).

If \(a\) is generated by arbitrary polynomials, resolving \(a\) in some fashion may perhaps be necessary in order to obtain a result of this type. But if \(a\) is a monomial ideal, we give a simple proof of Teissier’s theorem below (Theorem \(4.5\)) that does not use a resolution of singularities theorem. The first step of this proof is to describe \(\overline{\mathfrak{a}}^n\) in terms of \(P(a)\). The proof of this description uses the Arithmetic Mean-Geometric Mean inequality \((1.3)\) in much the same way as was done in Section 3.

**Theorem 4.5.** Let \(a = (z^{a_1}, \ldots, z^{a_k})\) be a monomial ideal. Then

(i) \(\overline{\mathfrak{a}}^n\) is also a monomial ideal.

(ii) \(z^\beta \in \overline{\mathfrak{a}}^n\) if and only if \(\beta \in P(a)\).

**Proof.** As in the proof of Theorem \(3.1\) the equivalence in (ii) will be shown first. Let \(\beta\) be a multi-index such that \(\beta \in P(a)\); then there exist \(t_i \geq 0\) satisfying \(t_1 + \cdots + t_k = 1\) such that \(t_1 \alpha_1 + \cdots + t_k \alpha_k \leq \beta\). In a neighborhood of the origin, the inequality

\[|z^\beta| = |z_1^{\beta_1} \cdots z_n^{\beta_n}| \leq |z_1|^{t_1 \alpha_1} \cdots |z_1|^{t_k \alpha_k} \leq A\]

trivially holds. However, rearranging these terms and applying \((1.3)\) give

\[A = |z_1|^{t_1 \alpha_1} |z_2|^{t_1 \alpha_2} \cdots |z_n|^{t_1 \alpha_n} \cdots |z_1|^{t_k \alpha_k} |z_2|^{t_k \alpha_2} \cdots |z_n|^{t_k \alpha_n} = z^{\alpha_1} + \cdots + z^{\alpha_k} \leq \alpha^1 + \cdots + \alpha^k.

This shows that \(f(z) = z^\beta\) satisfies \((4.4)\) for \(z\) near the origin. Near other points, \(q\), inequality \((4.4)\) for \(f(z) = z^\beta\) either holds trivially or holds by the above argument after eliminating the non-zero coordinates of \(q\) as done in the proof of Theorem \(3.1\).

Consequently, \(\beta \in P(a) \implies z^\beta \in \overline{\mathfrak{a}}^n\).

For the converse, take \(\beta \notin P(a)\) and observe, as in the proof of Theorem \(3.1\) that there exists a vector \(b = (1, b_2, \ldots, b_n)\) such that

\[\langle \beta, b \rangle \leq \min_{1 \leq i \leq k} \langle \alpha_i, b \rangle := m.

(4.6)

[Note the strict inequality in (4.6), in contrast to (3.3).] Consider the rectangle

\[\left[0, 1\right] \times \left[\frac{r_2}{2}, r_1^{b_2}\right] \times \cdots \times \left[\frac{r_n}{2}, r_1^{b_n}\right] \subset \mathbb{R}_+^n.

For \(z\) in this rectangle, we have

\[|z^\beta| \sim r_1^{\langle \beta, b \rangle} \text{ while } \sum_{j=1}^k |z^{\alpha_j}| \sim r_1^m.

However, taking \(r_1 \to 0\) and noting (4.6), it follows that inequality \((4.4)\) fails for \(f(z) = z^\beta\) near the origin. Thus, \(\beta \notin P(a) \implies z^\beta \notin \overline{\mathfrak{a}}^n\), which completes the proof of (ii).

It remains to show that (i) holds. Let \(g(z) = \sum \gamma g_\gamma z^\gamma\) be an arbitrary polynomial in \(\overline{\mathfrak{a}}^n\). We claim that each exponent \(\gamma\) appearing in this expression must reside in \(P(a)\); this implies (by the already established (ii)) that each monomial \(z^\gamma\) in \(g(z)\) belongs to \(\overline{\mathfrak{a}}^n\), which implies that \(\overline{\mathfrak{a}}^n\) is a monomial ideal.
Suppose there exists an exponent \( \gamma_0 \not\in P(a) \). By (4.6), there exists \( b = (1, b_2, \ldots, b_n) \), \( b_i \geq 0 \) such that

\[
(4.7) \quad t_0 = \langle \gamma_0, b \rangle < \min_{1 \leq i \leq k} \langle \alpha^k, b \rangle := m_0.
\]

The basic idea is to approach the origin along the curve \((r, r^{b_2}, \ldots, r^{b_n})\) and show that inequality (4.4) fails. This idea is slightly complicated by the fact that

\[
g(r, r^{b_2}, \ldots, r^{b_n}) = \sum_{\gamma} g_\gamma (r, r^{b_2}, \ldots, r^{b_n})^\gamma = \sum_{\gamma} g_\gamma r^{\langle \gamma, b \rangle}
\]

might not contain the term \(r^{t_0}\), due to cancellation.

This difficulty is easily overcome. Since none of the coefficients \(g_\gamma\) is zero,

\[
w \to P(w) = \sum_{\gamma} g_\gamma (w_1 r, w_2 r^{b_2}, \ldots, w_n r^{b_n})^\gamma = r^{t_0} \sum_{\gamma} g_\gamma w^{\gamma}
\]

is a non-trivial polynomial of \(w\), for any fixed \(r\), where \( \sum^* \) denotes the summation over the multi-indices \(\gamma\) such that \(\langle \gamma, b \rangle = t_0\). This polynomial \(P \in \mathbb{C}[w_1, \ldots, w_n]\) could vanish at \(w = (1, \ldots, 1)\), but at a generic point in \(\mathbb{C}^n\) it is non-vanishing. Simply take any such point \(\hat{w} = (\hat{w}_1, \ldots, \hat{w}_n)\) with \(|\hat{w}_j| = 1\) for \(j = 1, \ldots, n\) and approach the origin along the curve \((\hat{w}_1 r, \hat{w}_2 r^{b_2}, \ldots, \hat{w}_n r^{b_n})\).

As there are only finitely many exponents \(\gamma\) in the polynomial \(g(z)\), it is easy to compute \(\min_{\gamma} \langle \gamma, b \rangle\) and see that \(\min_{\gamma} \langle \gamma, b \rangle \leq t_0\) (with the sign choice mentioned above (4.6)). Thus, as \(r \to 0\),

\[
r^{t_0} \ll |g(w_1 r, w_2 r^{b_2}, \ldots, w_n r^{b_n})|.
\]

On the other hand, as \(r \to 0\) on the curve \((w_1 r, w_2 r^{b_2}, \ldots, w_n r^{b_n})\),

\[
|z^{\alpha_1}| + \cdots + |z^{\alpha_k}| = |w|^{\alpha_1} r^{\langle \alpha^1, b \rangle} + \cdots + |w|^{\alpha_k} r^{\langle \alpha^k, b \rangle} \sim r^{m_0},
\]

since each \(w_i \neq 0\).

Since (4.7) holds, these two inequalities show that (4.4) fails for \(g\). This contradicts the assumption that \(g \in \mathfrak{a}^{an}\) and finishes the proof of (i).

With Theorem 4.5 in hand, a proof of Teissier’s general result on \(\mathfrak{a}^{an} = \mathfrak{a}^{al}\) can be given for the case that \(a\) is a monomial ideal. The interesting implication is that inequality (4.4) forces an algebraic relationship between \(f\) and the generators of \(a\), i.e., that (a) implies (b) in the following result.

**Theorem 4.8 (Teissier).** Let \(a = (z^{\alpha_1}, \ldots, z^{\alpha_k})\) be a monomial ideal in \(\mathbb{C}[z_1, \ldots, z_n]\). Given \(f \in \mathbb{C}[z_1, \ldots, z_n]\), the following are equivalent:

(a) \(f \in \mathfrak{a}^{an}\).

(b) \(f \in \mathfrak{a}^{al}\).

(c) There exists a non-zero ideal \(b \subset \mathbb{C}[z_1, \ldots, z_n]\) such that \(f \cdot b \subset a \cdot b\).

**Proof.** The implication (c) \(\implies\) (b) follows from the determinant trick, which is well-explained in [9], pages 217–218.

Next, consider the statement (b) \(\implies\) (a). This implication holds in general, i.e., without assuming that \(a\) is monomial, so we shall write \(a = (p_1, \ldots, p_k)\) for notational convenience. Assume that relation (4.2) holds. Fix a point \(q \in \mathbb{C}^n\) and a neighborhood \(V\) of \(q\). Since the coefficients \(b_i \in a^{\delta}\) appearing in (4.2) have the form
An expansion of the left-hand side of this line yields

\[ b_i(w) = \sum_{j_1, \ldots, j_i} c_{j_1, \ldots, j_i} p_{j_1}(w) \cdots p_{j_i}(w) \] for some \( c_{j_1, \ldots, j_i} \in \mathbb{C} \), a simple estimation shows that there exists \( C > 0 \), depending on \( q, \mathcal{V} \) and \( b^i \), such that for all \( w \in \mathcal{V} \),

\[
|b_i(w)| = \left| \sum_{j_1, \ldots, j_i} c_{j_1, \ldots, j_i} p_{j_1}(w) \cdots p_{j_i}(w) \right| \leq C (|p_1(w)| + \cdots + |p_k(w)|)^i.
\]

Now rewrite (4.2) and use (4.9):

\[
|f^N(w)| = |b_1(w)f^{N-1}(w) + \cdots + b_{N-1}(w)f(w) + b_N(w)|
\]

\[
\leq C \left\{ (|p_1(w)| + \cdots + |p_k(w)|)^{N-1} + \cdots + (|p_1(w)| + \cdots + |p_k(w)|)^N \right\}
\]

\[
\leq C \left( \sum_{j=1}^k |p_j(w)| + |f(w)| \right)^N - C|f(w)|^N.
\]

This yields the estimate

\[
|f(w)| \leq \left( \frac{C}{C+1} \right)^{1/N} \left( \sum_{j=1}^k |p_j(w)| + |f(w)| \right).
\]

Since the constant on the right-hand side of this inequality is < 1, the \(|f(w)|\) term can be absorbed, yielding the estimate

\[
|f(w)| \leq C^\prime \sum_{j=1}^k |p_j(w)|
\]

for all \( w \in \mathcal{V} \). This is exactly (4.4), which finishes the implication \((b) \implies (a)\).

It remains to prove \((a) \implies (c)\). For this we use Theorem 4.5 to establish the following lemma.

**Lemma 4.10.** There exists an integer \( A > 0 \) such that

\[
\overrightarrow{a^{A^{\alpha n}}} = a \cdot \overrightarrow{a^{A^{-\alpha n}}}.\]

**Proof.** The ideal \( a^A \) is also a monomial ideal and is generated by monomials \((z^\gamma)_{i=1, \ldots, M}\), where \( \gamma^i \) is of the form \( c_1^i \alpha^1 + \cdots + c_k^i \alpha^k \) for some non-negative integers \( c_j^i \) such that \( c_1^i + \cdots + c_k^i = A \) for any \( i = 1, \ldots, M \).

Let \( z^\beta \in \overrightarrow{a^{A^{\alpha n}}} \). By Theorem 4.5, \( \beta \in P(a^A) \), so there exist real numbers \( t_1, \ldots, t_M \geq 0 \) summing to 1 such that

\[
t_1 \gamma^1 + \cdots + t_M \gamma^M \leq \beta.
\]

An expansion of the left-hand side of this line yields

\[
t_1 \gamma^1 + \cdots + t_M \gamma^M = t_1 (c_1^1 \alpha^1 + \cdots + c_k^1 \alpha^k) + \cdots + t_M (c_1^M \alpha^1 + \cdots + c_k^M \alpha^k)
\]

\[
= D_1 \alpha^1 + \cdots + D_k \alpha^k,
\]

where \( D_i = t_1 c_1^i + \cdots + t_M c_k^i \). Note that

\[
D_1 + \cdots + D_k = t_1 c_1^1 + \cdots + t_M c_1^M + \cdots + t_1 c_k^1 + \cdots + t_M c_k^M
\]

\[
= t_1 A + \cdots + t_M A = A.
\]
Consequently, if \( A \geq k \), then one of \( D_i \) must be greater than 1. Let us say \( D_1 \geq 1 \). We now claim that

\[
z^{(D_1-1)\alpha^1 + \cdots + D_k\alpha^k} \in a^{A-1}.
\]

The ideal \( a^{A-1} \) is a monomial ideal and is generated by monomials \((z^{\eta^i})_{i=1,\ldots,L}\), where \( \eta^i \) is of the form \( d^1_i \alpha^1 + \cdots + d^k_i \alpha^k \) for some non-negative integers \( d^1_i, \ldots, d^k_i \) such that \( d^1_i + \cdots + d^k_i = A-1 \) for any \( i = 1, \ldots, L \). By Theorem 4.5, \( z^{(D_1-1)\alpha^1 + \cdots + D_k\alpha^k} \in a^{A-1} \) if and only if there exists real numbers \( s_1, \ldots, s_L \geq 0 \) summing to 1 such that

\[
(4.12) \quad s_1 \eta^1 + \cdots + s_L \eta^L \preceq (D_1-1)\alpha^1 + \cdots + D_k\alpha^k.
\]

To see (4.12), reexpress the \((\eta^i)\) as \( \eta^1 = (A-1)\alpha^1, \eta^2 = (A-1)\alpha^2, \ldots, \eta^k = (A-1)\alpha^k \). The choice for the coefficients \( s_i \) then presents itself:

\[
s_1 = \frac{D_1-1}{A-1}, s_2 = \frac{D_2}{A-1}, \ldots, s_k = \frac{D_k}{A-1}, \text{ and } s_j = 0 \text{ for } j > k.
\]

This choice guarantees (4.12), which implies \( z^{(D_1-1)\alpha^1 + \cdots + D_k\alpha^k} \in a^{A-1} \). Thus, \( z^\beta \in a \cdot a^{A-1} \) and one half of the lemma

\[
\overline{a^{A-1}} \subset a \cdot \overline{a^{A-1}}
\]

is proved.

The opposite inclusion is easier and holds in a more general setting. For any two ideals, it is easy to check by using Definition 4.3 that

\[
a \cdot b \subset \overline{a} \cdot b \subset a \cdot \overline{b}.
\]

This simple observation finishes the proof of the lemma. \( \square \)

The proof of this lemma also gives an effective number \( A \) in the equation (4.11). The exponent \( A \) can be taken to be equal to the number of generators of the monomial ideal \( a \).

The proof of \((a) \implies (c)\) is now finished by taking \( b = a^{A-1} \). Lemma 4.10 implies that

\[
f \cdot b = f \cdot a^{A-1} \subset \overline{a} \cdot a^{A-1} \subset a^{A} = a \cdot a^{A-1} = a \cdot b.
\]

This is exactly \((c)\) and concludes the proof of Theorem 4.8. \( \square \)
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