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Abstract. This paper is devoted to the study of the restriction problem in harmonic analysis. Based on the spherical harmonics expansion and analyzing the asymptotic behavior of the Bessel function, we show that a modified linear adjoint restriction estimate holds for all Schwartz functions compactly supported on the cone, which generalizes Shao’s result.

1. Introduction and statement of main result

Stein [5] first considered the restriction problem for the sphere case, and then this problem was naturally extended to smooth submanifolds of \( \mathbb{R} \times \mathbb{R}^n \) with appropriate curvature [6] such as the paraboloid and the cone. For recent progress on the restriction problem, we refer readers to the survey [10].

In this paper, we shall focus our attention on the set \( S \) which is a nonempty smooth compact subset of the cone,

\[ \{ (\tau, \xi) \in \mathbb{R} \times \mathbb{R}^n : \tau = |\xi| \} \quad \text{with} \quad n \geq 2. \]

In order to restrict the Fourier transform of an \( L^q_{t,x}(\mathbb{R} \times \mathbb{R}^n) \)-function to \( S \) by a limiting argument, it suffices to prove an a priori “restriction estimate” of the form

\[
\| \hat{g} \|_{L^{p'}(S,d\sigma)} \leq C_{p,q,n,S} \| g \|_{L^q_{t,x}(\mathbb{R} \times \mathbb{R}^n)}
\]

for all Schwartz functions \( g \) and some \( 1 \leq p' \leq \infty \), where the Fourier transform is defined by

\[
\hat{g}(\tau, \xi) = \int_{\mathbb{R} \times \mathbb{R}^n} e^{-2\pi i (\tau t + x \cdot \xi)} g(t, x) dt dx
\]

and the canonical measure \( d\sigma \) is the pull-back of the measure \( \frac{d\xi}{|\xi|} \) under the projection map \( (\tau, \xi) \mapsto \xi \). By duality, the estimate (1.1) is equivalent to the following extension estimate for the cone:

\[
\| (f d\sigma)^{\vee} \|_{L^q_{t,x}(\mathbb{R} \times \mathbb{R}^n)} \leq C_{p,q,n,S} \| f \|_{L^p(S,d\sigma)}
\]
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for all Schwartz functions $f$, where

\[(f d\sigma)^\vee(t, x) = \int_S f(\tau, \xi) e^{2\pi i (x \cdot \xi + t \tau)} d\sigma(\xi)\]

\[= \int_{\mathbb{R}^n} f(|\xi|, \xi) e^{2\pi i (x \cdot \xi + t |\xi|)} \frac{d\xi}{|\xi|}\]

(1.3)

denotes the inverse space-time Fourier transform of the measure $f d\sigma$. The restriction conjecture asks for the optimal choice of the range of exponents $p$ and $q$ for which the estimate (1.2) holds.

By testing (1.2) with the characteristic functions supported on a symmetric band, we have realized that $q > \frac{2n}{n-1}$ is one necessary condition for (1.2). On the other hand, the Knapp counterexample shows that we need another necessary requirement $\frac{n+1}{q} \leq \frac{n-1}{p'}$. Hence, the conjecture on the restriction of the Fourier transform to the cone can be stated as follows.

Conjecture 1.1. The inequality (1.2) holds with constants depending on $n, p, q$ and $S$ if and only if $q > \frac{2n}{n-1}$ and $\frac{n+1}{q} \leq \frac{n-1}{p'}$.

There is a large amount of literature focused on this problem. When $p = 2$, Cándova and Stein have proved that (1.2) was true if $q \geq \frac{2(n+1)}{n-1}$ in an unpublished work. Strichartz [8] then has extended the result to more general quadratic surfaces. Barcelo [1] has proved Conjecture 1.1 when $n = 2$. Based on a new bilinear cone restriction estimate, Wolff [16] recently showed a milestone result: the conjecture was true when $n = 3$ and gave the best known result $q > \frac{2(n+3)}{n+1}$ in higher dimensions $n \geq 4$. To prove the best restriction estimates known to date, some fantastic tools such as the so-called bilinear method, the wave packet decomposition and the induction-on-scales were explored and developed. For details, one can refer to [10, 12, 13, 14, 16].

Very recently, Shao [4] provided two simple and novel arguments to prove that Conjecture 1.1 holds for the cylindrically symmetric functions which are supported on the cone $S$. We observe that, if the test function is radial (namely, invariant under the spatial rotation), then all of the $L^q$ norms in the angular variable of the test function are equivalent without considering some harmless constant. Motivated by this observation, it is tempting to remove the cylindrically symmetric assumption by substituting the $L^q_{r, x}$ norm in (1.2) with the $L^q_t(\mathbb{R}; L^\infty_{r, n-1, r} L^\infty_\theta(S^{n-1}))$ norm with $\hat{q} \leq q$. Of course, if one could prove (1.4) (see below) with $\hat{q} = q$, then one could obtain the conjecture. In this paper, we utilize the spherical harmonics expansion, the property of the Bessel function and a variant of the argument in Nicola [2] and Shao [4] to prove the following theorem:

Theorem 1.1. Suppose $q > \frac{2n}{n-1}, 1 \leq \hat{q} \leq 2$ and $\frac{n+1}{\hat{q}} \leq \frac{n-1}{p'}$. Then

\[(f d\sigma)^\vee \in L^q_t(\mathbb{R}; L^\infty_{r, n-1, r} L^\infty_\theta(S^{n-1})) \leq C_{p, q, n, S} \|f\|_{L^p(S, d\sigma)}\]

(1.4)

holds for all Schwartz functions $f$.

Remark 1.1. Since $q > \frac{2n}{n-1} > 2$, the Hölder inequality implies that the estimate (1.4) in Theorem 1.1 is weaker than the Conjecture 1.1.
Remark 1.2. The estimate (1.4) generalizes Shao’s result in [4]. Actually, if \( f \) is a cylindrically symmetric function, so is \( (fd\sigma)^\vee(t,x) \). Then
\[
\|\langle fd\sigma \rangle^\vee\|_{L^p_t;L^{p,n-1}_r,L^q(S^{n-1})} = \|\langle fd\sigma \rangle^\vee\|_{L^q_t;L^{p,n-1}_r,L^p(S^{n-1})}.
\]

Now we introduce some notation. We use \( A \lesssim B \) to denote the statement that \( A \leq CB \) for some large constant \( C \) which may vary from line to line and depend on various parameters, and similarly use \( A \ll B \) to denote the statement \( A \leq C^{-1}B \). We employ \( A \sim B \) to denote the statement \( A \lesssim B \approx A \). If the constant \( C \) depends on a special parameter other than the above, we shall denote it explicitly by subscripts. For instance, \( C_{\epsilon} \) should be understood as a positive constant not only depending on \( p, q, n \) and \( S \), but also on \( \epsilon \). Throughout this paper, pairs of conjugate indices are written as \( p, p' \) with \( \frac{1}{p} + \frac{1}{p'} = 1 \) with \( 1 \leq p \leq \infty \).

This paper is organized as follows: In section 2, we present some simple facts about the Hankel transforms, and the Bessel functions and recall the Van der Corput lemma that will be useful in the sequel section. Section 3 is devoted to the proof of Theorem 1.1 via the spherical harmonics expansion and analyzing the asymptotic behavior of the Bessel function.

2. Preliminaries

In this section, we list some simple and standard facts about the Hankel transforms and the Bessel functions. At the end of this section, we recall the Van der Corput lemma that will be useful in the next section.

We begin with recalling the expansion formula with respect to the spherical harmonics. For more details, we refer to Stein-Weiss [7]. For the sake of convenience, we let
\[
\xi = \rho \omega \quad \text{and} \quad x = r \theta \quad \text{with} \quad \omega, \theta \in S^{n-1}.
\]

For any \( g \in L^2(\mathbb{R}^n) \), the expansion formula with respect to the spherical harmonics yields
\[
g(\xi) = \sum_{k=0}^{\infty} \sum_{\ell=1}^{d(k)} a_{k,\ell}(\rho) Y_{k,\ell}(\omega),
\]
where
\[
\{Y_{k,1}, \ldots, Y_{k,d(k)}\}
\]
is the orthogonal basis of the space of spherical harmonics of degree \( k \) on \( S^{n-1} \), called \( \mathcal{H}^k \), with the dimension
\[
d(k) = \frac{2k+n-2}{k} C_{n+k-3}^{k-1} \sim \langle k \rangle^{n-2}.
\]

We remark that in the case of \( n = 2 \), the dimension of \( \mathcal{H}^k \) is a constant, which is independent of \( k \). Obviously, we have the orthogonal decomposition of
\[
L^2(S^{n-1}) = \bigoplus_{k=0}^{\infty} \mathcal{H}^k.
\]

This gives that by orthogonality
\[
\|g(\xi)\|_{L^2_{\xi}} = \|a_{k,\ell}(\rho)\|_{L^2_{\xi,\ell}}.
\]
For our purpose, we need to recall the inverse Fourier transform of $a_{k,\ell}(\rho)Y_{k,\ell}(\omega)$. Theorem 3.10 in [7] asserts the Hankel transforms formula that

$$
(2.3) \hat{g}(r\theta) = \sum_{k=0}^{\infty} \sum_{\ell=1}^{\infty} 2\pi i^k Y_{k,\ell}(\theta) r^{-\frac{n+2}{2}} \int_0^\infty J_{k+n-2}(2\pi r\rho)a_{k,\ell}(\rho)\rho^2 d\rho,
$$

where the Bessel function $J_k(r)$ of order $k$ is defined by the integral

$$
J_k(r) = \frac{(r/2)^k}{\Gamma(k+\frac{1}{2})\Gamma(1/2)} \int_{-1}^{1} e^{isr(1-s^2)^{1/2}} ds \quad \text{with} \quad k > -\frac{1}{2} \quad \text{and} \quad r > 0.
$$

A simple computation gives the rough estimate

$$
(2.4) |J_k(r)| \leq C r^k \frac{1}{\Gamma(k+\frac{1}{2})\Gamma(1/2)} (1 + \frac{1}{k+1/2}),
$$

with the absolute constant $C$ and this estimate will be mainly used when $r \lesssim 1$. Another well-known asymptotic expansion about the Bessel function is

$$
J_k(r) = r^{-1/2} \sqrt{\frac{2}{\pi}} \cos(r - \frac{k\pi}{2} - \frac{\pi}{4}) + O(r^{-3/2}), \quad \text{as} \quad r \to \infty
$$

but with a constant which would depend on $k$ (see [7]). As pointed out in [6], if one seeks a uniform bound for large $r$ and $k$, then the best one can do is $|J_k(r)| \leq C r^{-\frac{1}{2}}$. To effectively utilize the oscillatory behavior of $e^{2\pi i t\rho}$ to investigate the behavior of the asymptotic bound on $k$ and $r$ in the next section, we would like to recall Schl"afli’s integral representation [15] of the Bessel function: for $r \in \mathbb{R}^+$ and $k > -\frac{1}{2}$,

$$
(2.5) J_k(r) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{ir \sin \theta - ik \theta} d\theta - \frac{\sin(k\pi)}{\pi} \int_0^\infty e^{-(r \sinh s + ks)} ds \quad := \hat{J}_k(r) - E_k(r).
$$

We will be interested only in the case $k \in \frac{1}{2}\mathbb{N}$. We remark that $E_k(r) = 0$ when $k \in \mathbb{Z}$. By a computation of the fundamental integral, this gives that for $r > 0$,

$$
(2.6) |E_k(r)| = \left| \frac{\sin(k\pi)}{\pi} \int_0^\infty e^{-(r \sinh s + ks)} ds \right| \leq C (r + k)^{-1}.
$$

We conclude this section by recalling Van der Corput’s lemma [6].

**Lemma 2.1.** Let $\phi$ be a smooth real-valued function defined on an interval $[a, b]$ and let $|\phi^{(k)}(x)| \geq 1$ for all $x \in [a, b]$. Then

$$
(2.7) \left| \int_a^b e^{i\lambda \phi(x)} dx \right| \leq c_k \lambda^{-\frac{1}{k}}
$$

holds when:

- $k \geq 2$
- $k = 1$ and $\phi'(x)$ is monotonic.

The bound $c_k$ is independent of $\phi$ and $\lambda$. 
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3. Proof of Theorem 1.1

In this section, we will provide the proof of Theorem 1.1. The argument is organized as follows. We first utilize the scaling argument to reduce ourselves to considering only the unit cap supported test function \( f \). Secondly we use the Hankel transforms formula to write \( (fd\sigma)^\vee \) as an expression in terms of spherical harmonics. Due to the behavior of the Bessel function, we separately investigate the behavior of \( (fd\sigma)^\vee \) on \( \{ x : |x| \leq 1 \} \) and \( \{ x : |x| \geq 1 \} \). Then we focus on the main term involving \( \tilde{J}_k(r) \) on the latter region. To handle this complicated case, we divide \( \tilde{J}_k(r) \) into three pieces due to the Van der Corput lemma and the Hausdorff-Young inequality. To deal with the third subcase, since the Bessel function decays at a lower rate, we need more oscillatory behavior from the \( e^{2\pi it\rho} \) to overcome this difficulty. To this end, in the spirit of J. Sterbenz \([9]\) we investigate the asymptotic behavior of the function \( \psi_{t-\frac{1}{q}}(r) \) (defined in (3.18) below).

We now turn to the details. The proof of Theorem 1.1 will focus on the case where \( p \geq 2 \), as the \( p \leq 2 \) case follows from the Tomas-Stein inequality \([8]\), or the result in Strichartz \([3]\). Precisely, we will establish

\[
\|(fd\sigma)^\vee\|_{L^q_t(R;L^q_{\sigma=1/d_r}L^2_\sigma(S^{n-1}))} \leq C_{q,n,S} \|f\|_{L^p(S;dr)}
\]

for all Schwartz functions \( f \), under the conditions \( q > \frac{2n}{n-1} \) and \( \frac{n+1}{q} = \frac{n-1}{p} \) with \( p \geq 2 \). We now reduce ourselves to proving (3.1) for the unit cap supported \( f \) via the scaling argument. For the general Schwartz function \( f \), we decompose it as follows:

\[
f = \sum_M f_M,
\]

where \( M \in 2^\mathbb{Z} \) and \( f_M = f 1_{\{(\tau,\xi) : \tau = |\xi|, M \leq |\xi| \leq 2M\}} \). By the scaling argument, we have

\[
\|(fd\sigma)^\vee\|_{L^q_t(R;L^q_{\sigma=1/d_r}L^2_\sigma(S^{n-1}))} \leq \left( \sum_R \left( \sum_M \|f_M d\sigma\|^q(t,x)\|L^q_t(R;L^q_{\sigma=1/d_r}([R,2R]L^2_{\sigma}(S^{n-1}))\) \right) 1/q \leq \left( \sum_R \left( \sum_M M^{(n-1) - \frac{n+1}{q}} \|f_M d\sigma\|^q(t,x)\|L^q_t(R;L^q_{\sigma=1/d_r}([MR,2MR]L^2_{\sigma}(S^{n-1}))\) \right) 1/q,
\]

where \( R \in 2^\mathbb{Z} \). Thus if we could show for \( q \geq 2 \) and \( R \in 2^\mathbb{Z} \) that

\[
\|(fd\sigma)^\vee\|_{L^q_t(R;L^q_{\sigma=1/d_r}([R,2R]L^2_\sigma(S^{n-1}))} \leq C_{q,n,S} \min\{R^\frac{n}{q}, R^{-\frac{n+1}{q}}(1-\frac{2n}{n-1})\} \|f\|_{L^2(S;dr)}
\]

for all Schwartz functions \( f \) supported on a cap of the form

\[\{(\tau,\xi) : \tau = |\xi|, 1 \leq |\xi| \leq 2\}\].
then we could utilize \( \frac{n+1}{q} = \frac{n-1}{p} \) to obtain
\[
\|(fd\sigma)^\vee\|_{L_q^p(\mathbb{R};L_{\ell^q}^{n-1}\ell^q(S^{n-1}))} \\
\leq \left( \sum_{R} \left( \sum_{M} \min\{ (RM)^{\frac{n}{q}}, (RM)^{-\frac{n-1}{q}(1-\frac{2n}{q(n-1)})} \} M^{(n-1)-\frac{n+1}{q}} \|f_1\|_{L_p(S;\sigma)} \right)^q \right)^{1/q}
\leq \left( \sum_{R} \left( \sum_{M} \min\{ (RM)^{\frac{n}{q}}, (RM)^{-\frac{n-1}{q}(1-\frac{2n}{q(n-1)})} \} \|f_M\|_{L_p(S;\sigma)} \right)^q \right)^{1/q}.
\]
By \( q > \frac{2n}{n-1} \), it follows that
\[
\sup_{R} \sum_{M} \min\{ (RM)^{\frac{n}{q}}, (RM)^{-\frac{n-1}{q}(1-\frac{2n}{q(n-1)})} \} < \infty
\]
and
\[
\sup_{M} \sum_{R} \min\{ (RM)^{\frac{n}{q}}, (RM)^{-\frac{n-1}{q}(1-\frac{2n}{q(n-1)})} \} < \infty.
\]
By making use of Schur’s test lemma and \( \ell^p \rightarrow \ell^q \) with \( q > \frac{2n}{n-1} > p \), we have
\[
\|(fd\sigma)^\vee\|_{L_q^p(\mathbb{R};L_{\ell^q}^{n-1}\ell^q(S^{n-1}))} \leq \left( \sum_{M} \|f_M\|_{L_p(S;\sigma)}^q \right)^{1/p} = \|f\|_{L^p(S;\sigma)}.
\]
Hence it remains to prove (3.2). This will be done in the rest of this paper. By interpolation, it suffices to prove
\[
(3.3) \quad \|(fd\sigma)^\vee\|_{L_q^p(\mathbb{R};L_{\ell^q}^{n-1}\ell^q(S^{n-1}))} \lesssim \min\{1, R^{-\frac{n-1}{q}}\} \|f\|_{L^2(S;\sigma)}
\]
and
\[
(3.4) \quad \|(fd\sigma)^\vee\|_{L_q^p(\mathbb{R};L_{\ell^q}^{n-1}\ell^q(S^{n-1}))} \lesssim \min\{R^{\frac{n}{q}}, R^{\frac{1}{2}}\} \|f\|_{L^2(S;\sigma)}.
\]
To this end, we rewrite
\[
(3.5) \quad (f(\tau, \xi)\sigma)^\vee(t, x) = \int_{\mathbb{R}^n} g(\xi)e^{2\pi i(t-\xi)\cdot(\xi)}d\xi,
\]
where
\[
g(\xi) = f(|\xi|, \xi)|^{-1} \in \mathcal{S}(\mathbb{R}^n)
\]
with \( \text{supp } g \subseteq \{|\xi| : |\xi| \in [1, 2]\} \). Putting the spherical harmonics expansion
\[
g(\xi) = \sum_{k=0}^{\infty} \sum_{\ell=1}^{d(k)} a_{k, \ell}(\rho) Y_{k, \ell}(\omega)
\]
into (3.5) and using the Hankel transforms formula (2.3), we expand the expression (3.5) in terms of spherical harmonics as
\[
(f(\tau, \xi)\sigma)^\vee(t, x) = \sum_{k=0}^{\infty} \sum_{\ell=1}^{d(k)} 2\pi i^k r^{-\frac{n-2}{2}} \int_0^\infty e^{-2\pi i t \rho} J_{k+\frac{n-2}{4}}(2\pi r \rho) a_{k, \ell}(\rho) \rho^{\frac{n}{2}} d\rho Y_{k, \ell}(\theta).
\]
Noting that \( a_{k, \ell}(\rho) \) is supported on \([1, 2]\) and setting \( k_n := k + \frac{n-2}{2} \), we can further write
\[
(f\sigma)^\vee(t, x) = \sum_{k=0}^{\infty} \sum_{\ell=1}^{d(k)} 2\pi i^k r^{-\frac{n-2}{2}} \int_0^\infty e^{-2\pi i t \rho} J_{k_n}(2\pi r \rho) a_{k, \ell}(\rho) \varphi(\rho) d\rho Y_{k, \ell}(\theta),
\]
where \( \varphi \) is a smooth bump function supported on the interval \( (\frac{1}{2}, 4) \) and \( \rho^\frac{n}{2} \) is absorbed by the function \( \varphi \). To use effectively the oscillation of \( e^{2\pi i t\rho} \), in the spirit of J. Sterbenz \cite{9} we write the Fourier series of \( a_{k,\ell}(\rho) \) as

\[
a_{k,\ell}(\rho) = \sum_j b_j^{i,\ell} e^{i\frac{n}{2} \rho j} \quad \text{with} \quad b_j^{i,\ell} = \frac{1}{4} \int_0^1 e^{-i\frac{n}{2} \rho j} a_{k,\ell}(\rho) \, d\rho.
\]

Thus it follows that

\[
(f d\sigma) \psi(t, x) = \sum_{k=0}^{\infty} \sum_{\ell=1}^{d(k)} 2^{n/2} \frac{\rho_n^\frac{n}{2}}{r} \int_0^\infty e^{-2\pi i t\rho} J_{k_n} (2\pi r \rho) \sum_j b_j^{i,\ell} e^{i\frac{n}{2} \rho j} \varphi(\rho) \, d\rho \, Y_{k,\ell}(\theta).
\]

By the Plancherel theorem and the orthogonality, we obtain

\[
\| (f d\sigma) \psi(t, x) \|_{L^2} = \|g\|_{L^2} \lesssim \left( \sum_{k=0}^{\infty} \sum_{\ell=1}^{d(k)} |b_j^{i,\ell}|^2 \right)^{\frac{1}{2}}.
\]

Since \( \|g\|_{L^2} \sim \|f\|_{L^2(S, d\sigma)} \), we can normalize \( \|g\|_{L^2} = 1 \). By the orthogonality of \( \{Y_{k,\ell}(\theta)\} \), we can estimate \( (f d\sigma) \psi(t, x) \) on the region \( \{x : |x| \leq 1\} \) via the following proposition.

**Proposition 3.1.** We have the following estimate for \( q \geq 2, R \leq 1 \):

\[
\left\| r^{-\frac{n}{2}} \left( \sum_{k=0}^{\infty} \sum_{\ell=1}^{d(k)} \left| J_{k_n} (2\pi r \rho) \sum_j b_j^{i,\ell} e^{i\frac{n}{2} \rho j} \varphi(\rho) \right|^2 \right)^{\frac{1}{2}} \right\|_{L^q(\mathbb{R}; L^q_{\rho}([R, 2R])))} \lesssim R^{\frac{n}{2}}.
\]

**Proof.** Since \( q \geq 2 \), by making use of the Minkowski inequality and the Hausdorff-Young inequality in \( t, \rho \), we obtain that

L.H.S. of (3.8)

\[
\lesssim \left\| r^{-\frac{n}{2}} \left( \sum_{k=0}^{\infty} \sum_{\ell=1}^{d(k)} \left| J_{k_n} (2\pi r \rho) \sum_j b_j^{i,\ell} e^{i\frac{n}{2} \rho j} \varphi(\rho) \right|^2 \right)^{\frac{1}{2}} \right\|_{L^q_{\rho}([R, 2R])}.
\]

Since \( \text{supp} \, \varphi \subset [\frac{1}{2}, 4] \), it follows from Hölder’s inequality and (2.4) that

L.H.S. of (3.8)

\[
\lesssim \left( \int_R^{2R} r^{-\frac{n}{2}} \left( \sum_{k=0}^{\infty} \sum_{\ell=1}^{d(k)} \frac{(8\pi r)^{k_n}}{2^{k_n} \Gamma(k_n + \frac{n}{2}) \Gamma(1/2)} \left| \sum_j b_j^{i,\ell} e^{i\frac{n}{2} \rho j} \right|^2 \right) \right)^{\frac{1}{2}} r^{-n} \, dr \quad \lesssim R^{\frac{n}{2}},
\]

where we make use of \( k_n = k + \frac{n-2}{2} > 0 \) and \( \Gamma(x + 1) = x \Gamma(x) \). This proves Proposition 3.1. \( \square \)

Then Proposition 3.1 gives (3.3) and (3.4) when \( R \leq 1 \).
So we are left to prove \((3.3)\) and \((3.4)\) when \(R \geq 1\). We first prove that \((3.4)\) holds when \(R \geq 1\). By \((3.3)\), it suffices to prove
\[
\left\| \int_{\mathbb{R}_+} g(\xi) e^{2\pi i (x \cdot \xi + t |\xi|)} d\xi \right\|_{L_t^2((R, L^q_2(|x| \sim R)))} \lesssim R^{\frac{1}{q}} \| g \|_{L^q_2}.
\]
Recalling \(\text{supp } g \subset \{ \xi : |\xi| \in [1, 2] \}\), we may assume \(|\xi_n| \sim 1\). Then we freeze one spatial variable, say \(x_n\), with \(|x_n| \lesssim R\) and free other spatial variables \(x' = (x_1, \ldots, x_{n-1})\). After making the change of variables \(\eta_j = \xi_j, \eta_n = |\xi|\) with \(j = 1, \ldots, n-1\), we use the Plancherel theorem on the spacetime Fourier transform in \((t, x')\) to obtain \((3.9)\).

To prove that \((3.3)\) holds for \(R \geq 1\), we need to establish the following proposition:

**Proposition 3.2.** We have the following estimates for \(q \geq 2, R \geq 1\):
\[
\left\| r^{-\frac{n-2}{2}} \left( \sum_{k=0}^{\infty} \sum_{\ell=1}^{d(k)} \int_0^\infty e^{-2\pi i \rho \xi_k} \sum_j b_j^k \ell e^{i \frac{\pi}{r}} \varphi(\rho) d\rho \right)^2 \right\|_{L_t^2((R, L^q_2(|x| \sim R)))} \lesssim R^{-\frac{n-2}{2}}.
\]

**Proof.** To prove \((3.10)\), we utilize Schléfli’s integral representation of the Bessel function \((2.5)\) to write \(J_{\kappa_n}(2\pi \rho) = E_{\kappa_n}(2\pi \rho) + \tilde{J}_{\kappa_n}(2\pi \rho)\). For simplicity, we set \(q \geq 2\) from now on. Using \((2.6)\), the Minkowski inequality and the Hausdorff-Young inequality in \(t\) as before gives that
\[
\left\| r^{-\frac{n-2}{2}} \left( \sum_{k=0}^{\infty} \sum_{\ell=1}^{d(k)} \int_0^\infty e^{-2\pi i \rho \xi_k} \sum_j b_j^k \ell e^{i \frac{\pi}{r}} \varphi(\rho) d\rho \right)^2 \right\|_{L_t^2((R, L^q_2(|x| \sim R)))} \lesssim \left( \int_R^{2R} r^n (1-\eta/2)^{-\frac{1}{2}} dr \right)^{\frac{1}{2}} \lesssim R^{-n(\frac{1}{2} - \frac{1}{4})}.
\]
Thus it remains to prove \((3.10)\), replacing \(J_{\kappa_n}\) by \(\tilde{J}_{\kappa_n}\). In order to effectively use the Van der Corput Lemma \((2.1)\) to investigate the behavior of \(\tilde{J}_k(r)\), we decompose \([-\pi, \pi]\) into three partitions as follows:
\[
[-\pi, \pi] = I_1 \cup I_2 \cup I_3,
\]
where
\[
(3.11) \quad I_1 = \{ \theta : |\theta| \leq \delta \}, \quad I_2 = [-\pi - \frac{\pi}{2} - \delta, -\frac{\pi}{2} + \delta, \pi], \quad I_3 = [-\pi, \pi] \setminus (I_1 \cup I_2),
\]
with \(0 < \delta \ll 1\). We define
\[
(3.12) \quad \Phi_{r,k}(\theta) = \sin \theta - k\theta / r,
\]
and \(\chi_\delta(\theta)\) is a smooth function given by
\[
\chi_\delta(\theta) = \begin{cases} 
1, & \text{if } \theta \in [-\delta, \delta]; \\
0, & \text{if } \theta \notin [-2\delta, 2\delta].
\end{cases}
\]
We then split \( \tilde{J}_k(r) \) into three pieces and write

(3.13)

\[
\tilde{J}_k(r) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i r \Phi_{r,k}(\theta)} d\theta
\]

\[
= \frac{1}{2\pi} \left( \int_{-\pi}^{\pi} e^{i r \Phi_{r,k}(\theta)} \chi_{\delta}(\theta) d\theta + \int_{I_2} e^{i r \Phi_{r,k}(\theta)} d\theta + \int_{I_3} e^{i r \Phi_{r,k}(\theta)} (1 - \chi_{\delta}(\theta)) d\theta \right)
\]

:= \tilde{J}_k^1(r) + \tilde{J}_k^2(r) + \tilde{J}_k^3(r).

- **Contribution of the case \( \theta \in I_2 \).** In this case, the function \( \Phi_{r,k}(\theta) = \cos \theta - k/r \) is monotonic in the intervals \([ -\pi, -\pi + \frac{\pi}{2} - \delta ] \) and \([ -\pi + \frac{\pi}{2} + \delta, \pi ] \) respectively and satisfies that

\[
|\Phi_{r,k}(\theta)| \geq k/r + |\cos \theta| \geq \delta.
\]

Then by Lemma 2.1. we have

(3.14)

\[
\left| \frac{1}{2\pi} \int_{I_2} e^{i r \Phi_{r,k}(\theta)} d\theta \right| \leq c_\delta r^{-1},
\]

uniformly in \( k \). As before, the Minkowski inequality and the Hausdorff-Young inequality in statement that

\[
\left\| r^{-\frac{n-2}{2}} \left( \sum_{k=0}^{\infty} \sum_{\ell=1}^{d(k)} e^{2\pi i r \rho} \tilde{J}_k^2(2\pi r \rho) \sum_j b_{k,\ell}^j e^{\frac{i}{2} \rho J} \varphi(\rho) d\rho \right)^2 \right\|_{L^q(R; L^{q}([R,2R]))}
\]

\[
\lesssim \left( \int_R^{2R} r^{n(1-1/2)-1} dr \right)^\frac{1}{q} \lesssim R^{-n\left(\frac{1}{2} - \frac{1}{q}\right)}.
\]

- **Contribution of the case \( \theta \in I_3 \).** In this case, since \( |\Phi_{r,k}(\theta)| \geq \sin \delta \), the Van der Corput Lemma 2.1 again yields that

(3.16)

\[
\left| \frac{1}{2\pi} \int_{I_3} e^{i r \Phi_{r,k}(\theta)} (1 - \chi_{\delta}(\theta)) d\theta \right| \leq c_\delta r^{-1/2},
\]

uniformly in \( k \). Similar to arguments with \( q \geq 2 \), it follows from (3.14) and Hölder’s inequality that

(3.17)

\[
\left\| \left( \int_{I_2} e^{i r \Phi_{r,k}(\theta)} 1 - \chi_{\delta}(\theta) d\theta \right)^2 \right\|_{L^q(R; L^{q}([R,2R]))}
\]

\[
\lesssim \left( \int_{I_3} r^{n(1-1/2)-1} dr \right)^\frac{1}{q} \lesssim R^{\frac{n-2}{2}}.\]
It is worth noting that we only use the oscillation given by \( e^{2\pi it\rho} \) in terms of the Hausdorff-Young inequality. In the next case, we will use the oscillation given by \( e^{2\pi it\rho} \) in a different argument.

- **Contribution of the case \( \theta \in 2I_1 \).** To establish (3.10) in this case, we have to use effectively the oscillation of \( e^{2\pi it\rho} \). For simplicity, we define

\[
(3.18) \quad \psi^k_{t-\frac{j}{4}}(r) = \frac{1}{2\pi} \int_0^\infty e^{-2\pi i(t-\frac{j}{4})\rho} \int_{\mathbb{R}} e^{2\pi i\rho\sin\theta - ik_N\theta} \chi_\delta(\theta) d\theta d\rho.
\]

Let \( m = t - \frac{j}{4} \). Then we write

\[
(3.19) \quad \psi^k_m(r) = \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{2\pi i\rho(r\sin\theta - m)} e^{-ik_N\theta} \chi_\delta(\theta) d\rho d\theta
\]

For our purpose, we need to investigate the asymptotic behavior of the function \( \psi^k_m(r) \). To this end, we consider the following two cases.

- **Subcase (a):** \( 4R \leq |m| \). Since \( R \geq 1 \), then \( |m| \geq 4 \). Since \( \tilde{\varphi} \) is a Schwartz function, then

\[
|\tilde{\varphi}(r\sin\theta - m)| \leq C_N(1 + |r\sin\theta - m|)^{-N}, \quad \forall N > 0.
\]

On the other hand, we have

\[
|r\sin\theta - m| \geq |m| - r|\sin\theta| \geq |m|/100,
\]

by making use of \( r \leq 2R \leq |m| \) and \( |\theta| \leq 2\delta \). Thus, (3.19) gives that

\[
(3.20) \quad |\psi^k_m(r)| \leq C_{\delta,N} (1 + |m|)^{-N}.
\]

Hence keeping in mind that \( m = t - \frac{j}{4} \), we have

\[
\left\| r^{-\frac{n-2}{2}} \left( \sum_{k=0}^\infty d(k) \sum_{k=0}^\infty \sum_{\ell=1}^\infty \sum_{|j|:4R \leq |t-\frac{j}{4}|} b_{k,\ell}^j \psi^k_{t-\frac{j}{4}}(r) \right)^2 \right\|_{L^2_{\delta}(\mathbb{R};L^2_{r,n-1,\delta}((R,2R)))}
\]

\[
\leq \frac{C_{\delta,N}}{R^{-N}} \left\| r^{-\frac{n-2}{2}} \left( \sum_{k=0}^\infty d(k) \sum_{k=0}^\infty \sum_{\ell=1}^\infty \sum_{|j|:4R \leq |t-\frac{j}{4}|} |b_{k,\ell}^j|(11 + |t - \frac{j}{4}|)^{-N} \right)^2 \right\|_{L^2_{\delta}(\mathbb{R};L^2_{r,n-1,\delta}((R,2R)))}.
\]

By the Cauchy-Schwarz inequality and choosing \( N \) large enough, the above is bounded by

\[
(3.21) \quad C_{\delta,N} R^{-N} \left\| r^{-\frac{n-2}{2}} \left( \sum_{k=0}^\infty d(k) \sum_{k=0}^\infty \sum_{\ell=1}^\infty \sum_{j} |b_{k,\ell}^j|^2 (1 + |t - \frac{j}{4}|)^{-N} \right)^2 \right\|_{L^2_{\delta}(\mathbb{R};L^2_{r,n-1,\delta}((R,2R)))}
\]

\[
\leq C_{\delta,N} R^{-N} \left( \sum_{k=0}^\infty \sum_{\ell=1}^\infty \sum_{j} |b_{k,\ell}^j|^2 \left( \int_{\mathbb{R}} (1 + |t - \frac{j}{4}|)^{-2N} dt \right)^{2/q} \right)^{2/q} \lesssim R^{-N}.
\]

- **Subcase (b):** \( |m| < 4R \). Again since \( \tilde{\varphi} \) is a Schwartz function, then

\[
|\tilde{\varphi}(r\sin\theta - m)| \leq C_N(1 + |r\sin\theta - m|)^{-N} \quad \forall N > 0.
\]
By (3.19), this gives that
\[ |\psi_k^m(r)| \leq \frac{CN}{2\pi} \left( \int_{\{\theta: |\theta|<2\delta, |r \sin \theta - m| \leq 1\}} d\theta \right. \]
\[ + \int_{\{\theta: |\theta|<2\delta, |r \sin \theta - m| \geq 1\}} (1 + |r \sin \theta - m|)^{-N} d\theta \].

Let \( y = r \sin \theta - m \). Then we have
\[ |\psi_k^m(r)| \leq \frac{CN}{2\pi} \left( \int_{\{y: |y|\leq 1\}} dy + \int_{\{|y|\geq 1\}} (1 + |y|)^{-N} dy \right) \lesssim \frac{1}{r}. \]

For fixed \( t, R \), we define the set \( A = \{ j \in \mathbb{Z} : |t - \frac{j}{4}| \leq 4R \} \). It is easy to see that the number of elements belonging to \( A \) is \( O(R) \). Thus it follows from (3.22) and the Cauchy-Schwarz inequality that
\[ \left\| r^{-\frac{n-2}{2}} \left( \sum_{k=0}^{\infty} \sum_{\ell=1}^{d(k)} \sum_{j \in A} b_{k,\ell}^j \psi_k^m \left( \frac{r}{4}(r) \right) \right)^2 \right\|_{L^\infty_t ([R, L_r^{n-1}])} \leq C_{\delta, N} R^{-\frac{n-1}{2}}. \]

This together with (3.21) yields that (3.10), hence we complete the proof of Proposition 3.2.
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