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Abstract. Let $\alpha_1, \ldots, \alpha_m$ be linear functions on $\mathbb{C}^n$ and $X = \mathbb{C}^n \setminus V(\alpha)$, where $\alpha = \prod_{i=1}^m \alpha_i$ and $V(\alpha) = \{ p \in \mathbb{C}^n : \alpha(p) = 0 \}$. The coordinate ring $O_X = \mathbb{C}[x]^\alpha$ of $X$ is a holonomic $A_n$-module, where $A_n$ is the $n$-th Weyl algebra, and since holonomic $A_n$-modules have finite length, $O_X$ has finite length.

We consider a “twisted” variant of this $A_n$-module which is also holonomic. Define $M^{\beta}_{\alpha}$ to be the free rank 1 $\mathbb{C}[x]^\alpha$-module on the generator $\alpha^{\beta}$ (thought of as a multivalued function), where $\alpha^{\beta} = \alpha_{1^\beta_1} \cdots \alpha_{m^\beta_m}$ and the multi-index $\beta = (\beta_1, \ldots, \beta_m) \in \mathbb{C}^m$. It is straightforward to describe the decomposition factors of $M^{\beta}_{\alpha}$, when the linear functions $\alpha_1, \ldots, \alpha_m$ define a normal crossing hyperplane configuration, and we use this to give a sufficient criterion on $\beta$ for the irreducibility of $M^{\beta}_{\alpha}$, in terms of numerical data for a resolution of the singularities of $V(\alpha)$.

1. Introduction

Definition 1.1. Let $V \cong \mathbb{C}^n$ be a finite-dimensional complex vector space.

(i) A (finite) hyperplane configuration $A = \{H_1, \ldots, H_m\}$ in $V$ is a finite set of affine hyperplanes $H_i = V(\alpha_i)$ in $V$, where $\alpha_i : V \to \mathbb{C}$ is a non-zero polynomial of degree one.

(ii) A hyperplane configuration $A$ in $V$ is said to be in general position if

\[ \{H_{i_1}, \ldots, H_{i_p}\} \subset A, \ p \leq n \implies \dim_{\mathbb{C}}(H_{i_1} \cap \ldots \cap H_{i_p}) = n - p \]

and

\[ \{H_{i_1}, \ldots, H_{i_p}\} \subset A, \ p > n \implies H_{i_1} \cap \ldots \cap H_{i_p} = \emptyset. \]

(iii) A hyperplane configuration $A$ is said to be a normal crossing configuration if for any set of hyperplanes $H_{i_1}, \ldots, H_{i_k}$ that contain $p$, there is an affine change of local coordinates at $p$ to new coordinates $x_1, \ldots, x_n$, such that $\alpha_{i_1} = x_1, \ldots, \alpha_{i_k} = x_k$. In particular, any point $p \in V$ is contained in at most $n = \dim V$ of the hyperplanes in $A$.

If $A$ is a normal crossing configuration, then the divisor $\alpha = \prod_{i=1}^m \alpha_i$ is a normal crossings divisor (see [9]). Any configuration in general position is a normal crossing configuration.
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configuration. The intersections $H \neq \mathbb{C}^n$ of a subset of the hyperplanes in $A$ are called the flats of the configuration.

**Example 1.2.** Let $V = \mathbb{C}^2$. Then a set of lines in $\mathbb{C}^2$ defines

(i) a hyperplane configuration in general position if no two are parallel and no three meet at a point and

(ii) a normal crossing configuration if no three meet at a point.

There is an extensive literature on hyperplane arrangements [16]. The problem studied in this paper is the following. Let $A = \{H_i = V(\alpha_i), \ i = 1, \ldots, m\}$ be a hyperplane configuration, and set $X = \mathbb{C}^n \setminus V(\alpha)$, where $\alpha = \prod_{i=1}^{m} \alpha_i$. The coordinate ring $\mathcal{O}_X$ of $X$ is the localization $\mathbb{C}[x]_{\alpha} := \mathbb{C}[x_1, \ldots, x_n]_{\alpha}$ and this is a holonomic $A_n$-module, where $A_n$ is the $n$-th Weyl algebra. Consider the following twisted variant of this $A_n$-module, which corresponds to the multivalued function $\alpha^\beta = \alpha_1^{\beta_1} \cdots \alpha_m^{\beta_m}$.

**Definition 1.3.** The module $M_{\alpha}^\beta$ is (as a $\mathbb{C}[x]_{\alpha}$-module) the free rank 1 $\mathbb{C}[x]_{\alpha}$-module on the generator $\alpha^\beta$, where $\beta = (\beta_1, \ldots, \beta_m) \in \mathbb{Z}^m$. It is furthermore an $A_n$-module, defining

$$\partial_j(\alpha^\beta) = \sum_{i=1}^{m} \beta_i \partial_j(\alpha_i) \alpha_i^{\beta - \beta_i}$$

for $j = 1, 2, \ldots, n$ and extending to an action of $A_n$ on $M_{\alpha}^\beta$.

The $A_n$-module $M_{\alpha}^\beta$ is holonomic and so has finite length. The decomposition factors have support on the flats associated to the configuration (Proposition 2.6). In continuation of [1], where we treated the case $n = 2$, and inspired by [6], where incidentally the case of $\beta \in \mathbb{Z}^m$ is treated, our main interest lies in finding the decomposition factors of $M_{\alpha}^\beta$. If $A$ is a normal crossing configuration, this is not difficult. In Theorem 3.2, we prove that in that case, $M_{\alpha}^\beta$ has exactly one decomposition factor with support on a flat $H = \bigcap_{k=1}^{r} H_{i_k}$ iff the associated $\beta_{i_k}, \ k = 1, \ldots, r$ are integers. Normal crossing configurations occur when the singularities of $V(\alpha)$ are resolved. Applied to such a resolution, Theorem 3.2 together with the decomposition theorem for D-modules, then gives our main result, Theorem 5.4: a sufficient criterion for $M_{\alpha}^\beta$ to be irreducible for an arbitrary hyperplane arrangement, in terms of numerical data of the resolution and $\beta$.

D-modules on hyperplane configurations have been of interest to several authors, e.g., [14, 15, 18], not to mention many works on the corresponding equivalent category of sheaves. Khoroshkin and Varchenko (see [15]) study a subcategory of holonomic D-modules with regular singularities along the stratification given by the intersections of the hyperplanes and describe it in terms of quivers. This category however does not include our modules. We do not explicitly use Bernstein-Sato polynomials, though they clearly contain part of the information we are interested in, but it may be mentioned that they have been calculated for hyperplane configurations in, e.g., [18]. The explicit presentation of the D-module submodule of $M_{\alpha}^0$ generated by $\alpha^{-1}$ has been studied in [2, 17] as part of a study of logarithmic differential forms.

As general references for D-module theory, we have used [4], [5], and [14].
2. Support of D-modules

2.1. Definition. Let $X$ be a smooth algebraic variety. We denote by $\mathcal{D}_X$ the sheaf of differential operators on $X$. If $X = \mathbb{C}^n$, this is the same as the sheaf on $\mathbb{C}^n$ associated to the Weyl algebra $A_n$. If $X$ is an affine variety, we will, by abuse of notation, identify $\mathcal{O}_X$ with $\Gamma(X, \mathcal{O}_X)$ and an $\mathcal{O}_X$-module sheaf with its global sections as a module over $\Gamma(X, \mathcal{O}_X)$. If $X$ is an affine open subset of $\mathbb{C}^n$ defined by $0 \neq \alpha \in \mathbb{C}[x]$, then $\mathcal{O}_X = \mathbb{C}[x]_{\alpha}$ and $\mathcal{D}_X = \mathbb{C}[x]_{\alpha} \otimes_{\mathbb{C}[x]} A_n$.

A holonomic $\mathcal{D}_X$-module $M$ is in particular an $\mathcal{O}_X$-module and as such may be shown to have support on a closed variety $Z = \text{Supp}M$ (see [3]). If $\mathcal{I} \subset \mathcal{O}_X$ is the ideal associated to $Z$, any local section of $M$ is annihilated by a large enough power of $\mathcal{I}$, and $Z$ is the minimal closed subset with this property.

We will see later that the support of the irreducible factors of $M_\alpha^\beta$ consists of intersections of hyperplanes.

Example 2.1. (i) Let $M_1 = \mathbb{C}[x, y]/(\mathbb{C}[x, y]_x + \mathbb{C}[x, y]_y)$. Then
\[
\text{Supp}M_1 = V(x, y) = (0, 0).
\]
(ii) Let $M_2 = \mathbb{C}[x, y]_x/\mathbb{C}[x, y]$. Then $\text{Supp}M_2 = V(x) = \{(0, y) : y \in \mathbb{C}\}$.
(iii) Let $M_3 = \mathbb{C}[x, y]$. Then $\text{Supp}M_3 = V(0) = \mathbb{C}^2$.

2.2. Some basic properties. Let $M$ be a $\mathcal{D}_X$-module and $U \subset X$ be an open subset. Then define $M|_U = \mathcal{O}_U \otimes_{\mathcal{O}_X} M$; this is a $\mathcal{D}_U$-module.

Lemma 2.2. Let $U \subset X$ be an open subset.

(i) $\text{Supp}M|_U = U \cap \text{Supp}M$.
(ii) $M|_U = 0 \Leftrightarrow \text{Supp}M \subset X - U =: Z$.

Proof. (i) is clear by the above description. Let $\mathcal{I}$ be the ideal of a closed subvariety $Z$, and let $j: U \to X$ be the inclusion. For any $\mathcal{O}_X$-module $M$ there exists an exact sequence of $\mathcal{O}_X$-modules
\[
(2.1) \quad \Gamma_ZM \subset M \rightarrow j_*M|_U,
\]
where (locally) $\Gamma_ZM = \{m \in M : \exists r, \mathcal{I}^r m = 0\}$. If $M|_U = 0$, then $\Gamma_ZM = M$ and this proves (ii) in one direction. The other direction is immediate. \hfill \Box

It is easy to see that localization preserves irreducibility of $\mathcal{D}_X$-modules. (Cf. also Lemmas 2.1-2 of [11]; since the formulation there is different and without proof, we give one.)

Proposition 2.3. If $M$ is an irreducible $\mathcal{D}_X$-module and $U \subset X$ an open subset, then $M|_U = \mathcal{O}_U \otimes_{\mathcal{O}_X} M$ is an irreducible $\mathcal{D}_U$-module.

Proof. Let $j: U \to X$ be the inclusion and denote the adjunction in (2.1) by $\delta: M \to j_*M|_U$. Since $M$ is irreducible, $\delta$ is either 0 or an injection. In the first case $M$ is $Z$-torsion and $M|_U = 0$, and the lemma is trivially true. So assume that $\delta$ is an injection, and that $K \subset M|_U$ is an irreducible $\mathcal{D}_U$-submodule. Then we have an injection $\gamma: j_*K \to j_*M|_U$. The intersection $\delta(M) \cap \gamma(j_*K)$ is either 0 or $\delta(M)$. In the second case $\delta(M) \subset \gamma(j_*K)$. By restricting to $U$ and using that $\delta|_U$ is the identity and $\gamma|_U$ is the inclusion $K \subset M|_U$, we get that $M|_U = K$. Hence the lemma is true in this case too. The first case implies that $\gamma: j_*K \to j_*M|_U/\delta(M)$ is an inclusion, which implies that $j_*K$ is a $Z$-torsion module. Hence $K = (j_*K)|_U = 0$. \hfill \Box
Since localization is an exact functor we have the following corollary. We will use the notation $DF(M)$ for the set of decomposition factors of $M$ and $c(M)$ for the number of decomposition factors.

**Corollary 2.4.**

(i) $DF(M_U) = \{ M_i \in DF(M) : \text{Supp} M_i \cap U \neq \emptyset \}$.

(ii) $c(M_U) \leq c(M)$.

2.3. The support of decomposition factors of $M_\alpha^\beta$. That the support of decomposition factors of the modules we study consists of intersections of hyperplanes is easily seen by general arguments, but it is also possible to give a direct argument, as we will now do. First we will do a reduction.

Let $V_1 = \bigcap_{i=1}^m H_i$ and assume that this affine space has positive dimension. Choose a vector space complement $V_2$ to the affine subspace $V_1$, such that $\mathbb{C}^n \cong V_1 \oplus V_2$, and denote the restriction of a linear function $\alpha$ to $V_2$ by $\bar{\alpha}$.

**Lemma 2.5** (Reduction lemma).

i) $M_\beta^\alpha$ is isomorphic to the exterior tensor product $M_\beta^\alpha \otimes O_{V_1}$, as $A_n$-modules.

ii) If $N_i, \ i=1,\ldots, r$ are the decomposition factors of $M_\beta^\alpha$, then $N_i \otimes O_{V_1}, \ i = 1,\ldots, r$ are the decomposition factors of $M_\alpha^\beta$.

iii) $\text{Supp}(N_i \otimes O_{V_1}) = (\text{Supp} N_i) \times V_1, \ i=1,\ldots, r$.

**Proof.** i) follows by an affine change of coordinates. By Corollary 2.5 of [1] a decomposition factor of $M_\beta^\alpha$ is the exterior tensor product of a decomposition factor of $M_\beta^\alpha$ with $O_{V_1}$. This gives ii). Finally, iii) is immediate. \qed

**Proposition 2.6.** Decomposition factors of $M_\alpha^\beta$ have support on intersections of hyperplanes.

**Proof.** Use the notation $H_S = \{ p \in \mathbb{C}^n : \alpha_i(p) = 0, i \in S \}$, where $S \subset \{1,2,\ldots, m\}$.

By the lemma we can reduce to the case when $V_1$ is a point or $V_1 = \emptyset$. Make an induction on the number $m$ of hyperplanes; for $m = 0$ the statement is immediate from the irreducibility of $\mathbb{C}[x]$ as an $A_n$-module. Assume it is true for an arbitrary arrangement with $m$ hyperplanes. Then we have to prove the following: if $N$ is a decomposition factor of $M_\alpha^\beta$, where $\alpha = \prod_{i=1}^{m+1} \alpha_i$, then $H := \text{Supp} N$ is an intersection of hyperplanes.

By our reduction, there exists a hyperplane $H_j$ such that $H \nsubseteq H_j$, except in the case where $H$ equals $\bigcap_{i=1}^{m+1} H_i$, and so in particular is a hyperplane intersection, and there is nothing to prove. Let $U = \mathbb{C}^n \setminus H_j$. Then by Proposition 2.3 $N|_U$ is non-zero and so a decomposition factor of $M_\alpha^\beta|_U$. On $U$, $\alpha_j$ is invertible and by Lemma 2.9 below, $\gamma : M_\alpha^\beta|_U \cong M_{\bar{\alpha}}^\bar{\beta}|_U$, where $\bar{\alpha} = \prod_{i=1,i\neq j}^{m+1} \alpha_i$ and $\bar{\beta} = (\beta_1, \ldots, \beta_j, \ldots, \beta_{m+1})$. There is, again by Proposition 2.3 a decomposition factor $N_1$ of $M_{\bar{\beta}}^\bar{\alpha}$, such that $N_1|_U = \gamma(N_1|_U)$. By induction, $\text{Supp} N_1 = H_S$ is an intersection of hyperplanes. Since twisting modules by automorphisms as in Lemma 2.9 preserves support, $\text{Supp} N \cap U = H_S \cap U$. Since $N$ is irreducible, $\text{Supp} N$ is an irreducible subvariety, as is $H_S$, and so $\text{Supp} N = \text{Supp} N \cap U = \overline{H_S \cap U} = H_S$. This proves the induction step. \qed

**Definition 2.7.** Suppose that $\theta$ is an automorphism of $D_X$. If $M$ is a $D_X$-module, $\theta^* M$ is defined to be the $D_X$-module which consists locally of the same sections as $M$, but on which (local sections of) $D_X$ acts by $\theta$: if $P \in D_X$, $m \in \theta^* M$, then $P m = \theta(P)m$.  
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The following lemma is clear.

**Lemma 2.8.** Let \( \theta : \mathcal{D}_X \longrightarrow \mathcal{D}_X \) denote an automorphism that is the identity on \( \mathcal{O}_X \). Suppose \( M \) has decomposition factors \( M_i, i = 1, \ldots, l \). Then \( \theta^*M \) has decomposition factors \( \theta^*M_i, i = 1, \ldots, l \). In particular \( c(M) = c(\theta^*M) \). The support of \( \theta^*M_i \) equals the support of \( M_i \).

We apply this in the following situation.

**Proposition 2.9.** Suppose that \( X = \mathbb{C}^n \), so that \( \mathcal{O}_X = \mathbb{C}[x] \) and let \( U = X - V(\alpha_1, \ldots, \alpha_l) \). Then \( c(M^\beta_\alpha|U) = c(M^\bar{\beta}_\bar{\alpha}|U) \), where \( \bar{\alpha} = \alpha_{l+1} \cdots \alpha_m \) and \( \bar{\beta} = (\beta_{i+1}, \ldots, \beta_m) \).

**Proof.** By the preceding lemma, it suffices to construct an automorphism \( \theta : \mathcal{D}_U \longrightarrow \mathcal{D}_U \) that is the identity on \( \mathcal{O}_U \) and such that \( \theta^*(M^\beta_\alpha|U) \cong M^\bar{\beta}_\bar{\alpha}|U \). Further it is by induction enough to assume that \( U = X - V(\alpha_1) \). Put \( \alpha^\beta = \alpha_1^\beta_1 \cdots \alpha_m^\beta_m \), where \( \bar{\alpha} = \alpha_2 \cdots \alpha_m \) and \( \bar{\beta} = (\beta_2, \ldots, \beta_m) \). Then \( M^\beta_\alpha|U = \mathbb{C}[x] \alpha_1^\beta_1 \cdots \alpha_m^\beta_m \) where \( \alpha_1 \) is invertible. Define \( \theta : \mathcal{D}_U \longrightarrow \mathcal{D}_U \) by

\[
\theta(D) = D + \frac{\beta_1 D(\alpha_1)}{\alpha_1}
\]

for all \( D \in Der_C(\mathcal{C}[x]) \subset \mathcal{D}_U \) and \( \theta(r) = r \) for all \( r \in \mathcal{O}_U \), and extend this to an endomorphism of \( \mathcal{D}_U \). This is the desired automorphism, since it is easily checked that it has an inverse and that the map

\[
\rho : \theta^*(M^\bar{\beta}_\bar{\alpha}|U) \longrightarrow M^\beta_\alpha|U,
\]

defined by \( \rho(r\alpha^\beta) = r\alpha^\beta \), is a \( \mathcal{D}_U \)-isomorphism. \( \square \)

### 3. Decomposition factors on normal crossings

We will now describe the decomposition factors of \( M^\beta_\alpha \) for a normal crossing hyperplane configuration.

**Lemma 3.1.** Let \( A = \{H_1, \ldots, H_m\} \) be a non-empty normal crossing hyperplane configuration in \( \mathbb{C}^n \). If \( \bigcap_{i=1}^m H_i \neq \emptyset \), then \( m \leq n \) and the arrangement is central. Assume that \( \bigcap_{i=1}^m H_i = \emptyset \). Then, for each intersection \( H(\neq \mathbb{C}^n) \) of a subset of the hyperplanes in \( A \),

\[(i) \text{ there exists at least one hyperplane } H_i, \text{ such that } H \not\subset H_i, \text{ and} \]
\[(ii) \text{ there is a unique subset } S = \{i_1, \ldots, i_k\} \subset \{1, \ldots, m\} \text{ such that } H = H_S = \bigcap_{k=1}^r H_{i_k}. \text{ Furthermore } H_j \supset H \iff j \in S. \]

The following theorem, together with the fact that all decomposition factors have support on intersections of hyperplanes (Lemma 2.6), gives the number of decomposition factors of \( M^\beta_\alpha \) and their support.

**Theorem 3.2.** Let \( A = \{H_1, \ldots, H_m\} \) be a normal crossing arrangement on \( \mathbb{C}^n \). Let \( H_S = H_{i_1} \cap \cdots \cap H_{i_k} \) be a flat. Consider decomposition factors of \( M^\beta_\alpha \).

\[(i) \text{ There is at most one decomposition factor with support on } H_S. \]
\[(ii) \text{ There is exactly one decomposition factor with support on } H_S \text{ if and only if } \beta_{i_1}, \ldots, \beta_{i_k} \in \mathbb{Z}. \]
Proof. By Lemma 2.5 we may assume that \( \bigcap_{i=1}^{m} H_i \) is either a point or \( \emptyset \). If this intersection is a point \( p \), then as stated in Lemma 3.1 the arrangement is central and \( m \leq n \), and the theorem is easy to prove; see [11, Prop. 3.1]. (The idea is that by a basis change it may be assumed that \( \alpha_i = x_i \), \( i = 1, \ldots, m \) are coordinates at \( p \), and then \( M^\beta_\alpha \) is isomorphic to the external tensor product of \( M^\beta_\alpha \), \( i = 1, \ldots, m \) on \( \mathbb{C}^1 \).)

This gives the induction basis for an inductive proof of (i) and (ii) on the number of hyperplanes in the arrangement, and it also allows us to assume that the intersection of all the hyperplanes in our configuration is empty. Assume that (i) and (ii) are true for all normal crossing arrangements with \( m \) hyperplanes, and let \( A = \{ H_i \}_{i=1}^{m+1} \) be a normal crossing arrangement with \( m + 1 \) hyperplanes.

(i) For \( H_S = \mathbb{C}^n \) the statement of (i) follows trivially, since \( M^\beta_\alpha \) has rank 1 as a module over \( O_U \), where \( U = \mathbb{C}^n \setminus V(\alpha) \). Let \( H_S \neq \mathbb{C}^n \) be a flat of \( A \). By Lemma 3.1 there is a hyperplane, which we may assume is \( H_{m+1} \), such that \( H_S \not\subset H_{m+1} \). Let \( U = X \setminus H_{m+1} \). By Proposition 2.3 any decomposition factor \( F \) of \( M^\beta_\alpha \) with \( \text{Supp} F = H \) satisfies that the restriction \( F|_U \) is a non-zero irreducible \( D_U \)-module. By the proof of Lemma 2.2 the \( D_U \)-module \( M^\beta_\alpha|_U \) is isomorphic to the module \( M^\beta_\alpha|_U \) twisted by an automorphism, where \( \tilde{\alpha} = \alpha_1 \ldots \alpha_m \) and \( \tilde{\beta} = (\beta_1, \ldots, \beta_m) \). The twisting does not change the number of decomposition factors nor their support. By the induction assumption and Proposition 2.3 \( M^\beta_\alpha|_U \) has at most one decomposition factor on \( H_S \cap U \). So the same is true of \( M^\beta_\alpha \) and by induction (i) is proved.

(ii) Similarly, we can use induction to prove one direction of (ii). Assume that (ii) is true for all normal crossing configurations with \( m \) hyperplanes, and that we have an arrangement \( \{ H_i \}_{i=1}^{m+1} \). Let \( H = H_{j_1} \cap \cdots \cap H_{j_s} \) be a flat such that \( \beta_{j_i} \in \mathbb{C} \setminus \mathbb{Z} \). By Lemma 3.1 there exists \( i \) such that \( H \not\subset H_i \). By (i) there exists at most one decomposition factor of \( M^\beta_\alpha \) with support \( H \). Assume that there exists a decomposition factor of \( M^\beta_\alpha \), say \( F \), with \( \text{Supp} F = H \). Let \( U = \mathbb{C}^n \setminus H_i \). Then \( F|_U \) is simple and \( \text{Supp} F|_U = H \cap U \). Let \( \tilde{\alpha} = \alpha_1 \ldots \alpha_i \ldots \alpha_{m+1} \) and \( \tilde{\beta} = (\beta_1, \ldots, \beta_i, \ldots, \beta_{m+1}) \). Again arguing as in the proof of (i), we get that \( M^\beta_\alpha \) has a decomposition factor with support on \( H \). But this is a contradiction to the induction assumption. Therefore there is no decomposition factor of \( M^\beta_\alpha \) which has support on \( H \).

The converse of (ii) may be proven directly. Without loss of generality assume that \( H = \bigcap_{i=1}^{k} H_i \) such that \( \beta_1, \ldots, \beta_k \in \mathbb{Z} \). Since we have a normal crossings arrangement, we may, by affine base change, assume that \( \alpha_i = x_i, \ i = 1, \ldots, k \). Then \( M^\beta_\alpha \cong \mathbb{C}[x]_\alpha \tilde{\alpha} \tilde{\beta} \), where \( \tilde{\alpha} \tilde{\beta} = \alpha_1 \beta_1 \ldots \alpha_m \beta_m \). We first prove that there is one subfactor of \( M^\beta_\alpha \) with support on \( H \). Let \( N \subset \mathbb{C}[x]_\alpha \) be the vector space over \( \mathbb{C} \) generated by the set

\[
\{ \prod_{j=1}^{n} x_j^{r_j} \prod_{l=k+1}^{m} \alpha_i^{s_l} \tilde{\alpha} \tilde{\beta} : r_j \geq 0 \text{ if } j = k + 1, \ldots, n \}.
\]

As a \( \mathbb{C}[x] \)-module this is isomorphic to the localization of \( \mathbb{C}[x]_{x_1 \ldots x_k} \) to the open subset \( \mathbb{C}^n \setminus \bigcup_{j=k+1}^{m} H_j \). It is clearly an \( A_n \)-module. Further let
$N^+ \subset N$ be the vector space over $\mathbb{C}$ generated by the set
\[
\{ \prod_{i=1}^{n} x_j^{r_i} \prod_{l=k+1}^{m} \alpha_i^{s_i} \beta_j : r_{k+l} \geq 0, \ldots, r_n \geq 0 \& \exists l: 1 \leq l \leq k \& r_l \geq 0 \}.
\]

As a $\mathbb{C}[x]$-module this is isomorphic to the localization of $\sum_{j=1}^{k} \mathbb{C}[x]_{x_1 \ldots x_j \ldots x_k}$ to $\mathbb{C}^n \setminus \bigcup_{j=k+1}^{m} H_j$. Again it is clearly an $A_n$-module, and $N/N^+$ is non-zero, since the quotient
\[
\mathbb{C}[x]_{x_1 \ldots x_k} / \left( \sum_{j=1}^{k} \mathbb{C}[x]_{x_1 \ldots x_j \ldots x_k} \right)
\]
is nonzero, with support on $H$, and $H \cap \mathbb{C}^n \setminus \bigcup_{j=k+1}^{m} H_j \neq \emptyset$, by Lemma 3.3 (ii). Then $N/N^+$ is a non-zero $A_n$-module, which is a decomposition factor of $M_\alpha^\beta$. As noted above, $\text{Supp}(N/N^+) = V(\alpha_1, \ldots, \alpha_k) = \bigcap_{i=1}^{k} H_i = H$, and hence there must be at least one irreducible decomposition factor with support on $H$.

This completes the proof of the theorem. \hfill \Box

It should be noted that the proof uses only that $\alpha_i$ such that the $\alpha_i(p) = 0$ form part of a system of parameters at each point $p$ and hence works in this situation for an arbitrary smooth affine variety.

**Definition 3.3.** Let $A$ be a hyperplane configuration in $\mathbb{C}^n$ and $\mathcal{H}$ be the set of all non-empty intersections of hyperplanes in $A$, including $\mathbb{C}^n$ itself considered as the intersection over the empty set. Define a relation $x \leq y$ in $\mathcal{H}$ if $x \supseteq y$ (as subsets of $\mathbb{C}^n$). In other words, $\mathcal{H}$ is partially ordered by reverse inclusion. We call $\mathcal{H}$ the intersection poset of $A$.

We cannot give formulas for the cardinality $|\mathcal{H}|$ valid for all normal crossings arrangements, but in the special case when $A$ is a hyperplane configuration in general position, this is possible. In that case any intersection of less than or equal to $n$ hyperplanes gives a flat (see [13]):
\[
|\mathcal{H}| = \sum_{k=0}^{n} \left( \begin{array}{c} m \\ k \end{array} \right).
\]

**Corollary 3.4.** Let $M_\alpha^\beta = \mathbb{C}[x]_{\alpha} \alpha^\beta$, where $\alpha^\beta = \alpha_1^{\beta_1} \ldots \alpha_n^{\beta_n}$ and the set $\{\alpha_1, \ldots, \alpha_m\}$ defines a hyperplane configuration in general position. Assume that $\beta_1, \ldots, \beta_k \in \mathbb{Z}$ and $\beta_{k+1}, \ldots, \beta_m \in \mathbb{C} \setminus \mathbb{Z}$. Then the number of decomposition factors of $M_\alpha^\beta$, $c(M_\alpha^\beta)$, is given by
\[
c(M_\alpha^\beta) = \sum_{j=0}^{n} \left( \begin{array}{c} k \\ j \end{array} \right),
\]
where $\left( \begin{array}{c} k \\ j \end{array} \right) = 0$ if $j > k$.

**Proof.** In Theorem 3.2 we proved that $M_\alpha^\beta$ has exactly one decomposition factor for each flat $H$, where $H = H_{\beta_1} \cap \ldots \cap H_{\beta_k}$ and $\beta_1, \ldots, \beta_k \in \mathbb{Z}$. The sum in the theorem clearly counts the number of those, keeping in mind that by the hypothesis on the arrangement, each non-empty subset $S \subset \{1, \ldots, m\}$ corresponds to a unique flat. \hfill \Box

An example is given in the next section.
Figure 1. A hyperplane configuration defined by the polynomial \( \alpha = xy(x + y + 1) \) and the Hasse diagram of its intersection poset.

4. Example

4.1. The \( A_2 \)-module \( M_\alpha^\beta = \mathbb{C}[x, y]_{xy(x + y + 1) x^{\beta_1} y^{\beta_2} (x + y + 1)^{\beta_3}} \). According to the previous theorem, the number of decomposition factors is 1, 2, 4 or 7 = \( \binom{3}{0} + \binom{3}{1} + \binom{3}{2} \), according to the number of \( \beta_i \in \mathbb{Z} \) being 0, 1, 2 or 3. We will describe the decomposition factors of \( M_\alpha^\beta \) explicitly for these different cases, as an example for the previous section. Even though this is a plane arrangement, it is not covered by [1], since the arrangement is not central. See Figure 1 for the Hasse diagram of the corresponding flats. The following corollary summarizes the results.

Corollary 4.1. Consider the \( A_2 \)-module

\[
M_\alpha^\beta = \mathbb{C}[x, y]_{xy(x + y + 1) x^{\beta_1} y^{\beta_2} (x + y + 1)^{\beta_3}}.
\]

(i) If \( \beta_1, \beta_2, \beta_3 \in \mathbb{C} \setminus \mathbb{Z} \), then \( c(M_\alpha^\beta) = 1 \) and hence \( M_\alpha^\beta \) is irreducible.

(ii) If \( \beta_1 \in \mathbb{Z} \) and \( \beta_2, \beta_3 \in \mathbb{C} \setminus \mathbb{Z} \), then \( c(M_\alpha^\beta) = 2 \).

(iii) If \( \beta_1, \beta_2 \in \mathbb{Z} \) and \( \beta_3 \in \mathbb{C} \setminus \mathbb{Z} \), then \( c(M_\alpha^\beta) = 4 \).

(iv) If \( \beta_1, \beta_2, \beta_3 \in \mathbb{Z} \), then \( c(M_\alpha^\beta) = 7 \).

Proof. The linear functions \( x, y \) and \( x + y + 1 \) define a general position hyperplane configuration in \( \mathbb{C}^2 \). Therefore, by the previous section, the number of the decomposition factors of \( M_\alpha^\beta \) is the number of flats \( H \) such that the corresponding \( \beta \)'s of the linear functions of the hyperplanes defining \( H \) are integers.

(i) If \( \beta_1, \beta_2, \beta_3 \in \mathbb{C} \setminus \mathbb{Z} \), then \( H = \mathbb{C}^2 \), considered as the empty intersection, is the only flat such that the \( \beta \)'s of the linear functions defining the hyperplanes defining \( \mathbb{C}^2 \) are integers. Therefore \( M_\alpha^\beta \) has only one decomposition factor with support on \( \mathbb{C}^2 \), and hence \( M_\alpha^\beta \) is irreducible with support on \( \mathbb{C}^2 \).

(ii) If \( \beta_1 \in \mathbb{Z} \) and \( \beta_2, \beta_3 \in \mathbb{C} \setminus \mathbb{Z} \), then \( H_1 = \mathbb{C}^2 \), considered as the empty intersection and \( H_2 = V(x) \) are the flats with corresponding integer \( \beta \)'s. We can also see this by the following composition series:

\[
\mathbb{C}[x, y]_{y(x+y+1)} y^{\beta_3} (x + y + 1)^{\beta_3} \subset \mathbb{C}[x, y]_{xy(x+y+1)} x^{\beta_1} y^{\beta_2} (x + y + 1)^{\beta_3},
\]
where
\[ \mathbb{C}[x,y]y(x+y+1)\beta_2(x+y+1)^{\beta_3} \]
and
\[ \mathbb{C}[x,y]x^y(x+y+1)^{\beta_1}y^{\beta_3}(x+y+1)^{\beta_3}/\mathbb{C}[x,y]y(x+y+1)\beta_2(x+y+1)^{\beta_3} \]
are easily seen to be irreducible $A_2$--modules. Therefore, as predicted, $c(M_\alpha^\beta) = 2$, with one decomposition factor with support on $V(x)$ and one decomposition factor with support on the whole space $\mathbb{C}^2$.

(iii) If $\beta_1, \beta_2 \in \mathbb{Z}$ and $\beta_3 \in \mathbb{C} \setminus \mathbb{Z}$, then $H_1 = \mathbb{C}^2$, considered as the empty intersection and $H_2 = V(x), H_3 = V(y)$ and $H_4 = V(x,y)$ are the flats with corresponding integer $\beta$'s. Consider the following sequence of vector spaces over $\mathbb{C}$:

\[ R_0 \subset R_1 \subset M_\alpha^\beta, \]
where $R_0 = \mathbb{C}[x,y]_{(x+y+1)}(x+y+1)^{\beta_3}$, and $R_1$ is generated by the set
\[ \{ \frac{\alpha_j^r(x+y+1)^s}{\alpha_i^s(x+y+1)^{\beta_3}} : s_j \geq 0, s_i \geq 1, \text{ for } i, j = 1, 2 \}. \]

Therefore $c(M_\alpha^\beta) = 4$ with one decomposition factor with support on each $H_2, H_3, H_4$, one decomposition factor with support on $\mathbb{C}^2$.

(iv) If $\beta_1, \beta_2, \beta_3 \in \mathbb{Z}$, then $H_1 = \mathbb{C}^2$, considered as the empty intersection and $H_2 = V(x), H_3 = V(y), H_4 = V(x+y+1), H_5 = V(x,y), H_6 = V(x, y+1)$ and $H_7 = V(y, x+y+1)$ are the flats with their $\beta$'s of the linear functions defining the hyperplanes where $H_1, ..., H_7$ are integers. Therefore $c(M_\alpha^\beta) = 7$, with exactly one decomposition factor with support on each of the flats. \qed

5. Resolution of singularities

Let $X = \mathbb{C}^n \setminus V(\alpha)$, and $\pi: \tilde{\mathbb{C}}^n \to \mathbb{C}^n$ be a resolution of the singularities of $V(\alpha)$. Let $E = \bigcup_{i=1}^s E_i$, where the $E_i$ are irreducible, be the exceptional divisor, and let $Z = \pi(E)$ be the center, so that $\tilde{\mathbb{C}}^n \setminus E \cong \mathbb{C}^n \setminus Z$. We then have that
\[ (5.1) \quad \text{Div} \pi^*(\alpha_i) = \tilde{H}_i + r_1^i E_1 + ... + r_s^i E_s, \]
where $\tilde{H}_i$ is the proper transform of $H_i = V(\alpha_i)$ and $r_j^i \in \mathbb{Z}_+$. Hence in an open affine $U \subset \tilde{\mathbb{C}}^n$,
\[ (5.2) \quad \pi^*(\alpha_i)|_U = (\tilde{\alpha}_1^U (\gamma_1^U)^{r_1^i}... (\gamma_s^U)^{r_s^i}) \subset \mathcal{O}_U, \]
where $\tilde{H}_i \cap U = V(\tilde{\alpha}_1^U)$ and $U \cap E_j = V(\gamma_j^U)$. Some of the intersections $\tilde{H}_i \cap U$ or $U \cap E_j$ may be empty, but we suppress this from the notation so as not to make it cumbersome. The properties of $\tilde{\mathbb{C}}^n$ that we need are:

i) that there is an affine cover $\{ U_i \subset \tilde{\mathbb{C}}^n, i = 1, ..., r \}$, where each $U = U_i$ is isomorphic to an open affine subvariety of finite type of $\mathbb{C}^n$;

ii) $\pi^{-1} V(\alpha)$ is a normal crossing divisor.

For these standard properties, see e.g. [9] or the construction in the present case in [7]. We will use the preceding section to study the D-module pullback $\pi^* M_\alpha^\beta$. The last statement above implies that Theorem 3.2 applies to the restriction of this module to each $U_i$. 
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Lemma 5.1. Let $U = U_i$, $i = 1, \ldots, r$. Then $\pi^* M_{\alpha}^\beta \mid_U \cong M_{\bar{\alpha}}^\beta$ as $D_U$-modules, where $\bar{\alpha} = \bar{\alpha}_1 U_{i_1} \cup \ldots \cup \bar{\alpha}_m U_{i_m} \cup \gamma_s U_{i_m}$. (In the product we use only the factors for which the corresponding intersections $\bar{H}_i \cap U$ or $U \cap E_j$ are non-empty.) Further (with the same restriction)

$$(\bar{\beta}_1, \bar{\beta}_2, \ldots, \bar{\beta}_{m+s}) = (\beta_1, \beta_2, \ldots, \beta_m, \sum_{i=1}^{m} r_i^1 \beta_1, \ldots, \sum_{i=1}^{m} r_i^s \beta_i).$$

Using the last section, we immediately obtain the decomposition factors of $\pi^* M_{\alpha}^\beta$. Extend the notation by defining $\tilde{H}_{m+i} := E_i$, $i = 1, \ldots, s$.

Corollary 5.2. The module $\pi^* (M_{\alpha}^\beta)$ has exactly one decomposition factor for each flat $\tilde{H} = \tilde{H}_{i_1} \cap \ldots \cap \tilde{H}_{i_k}$ such that $\bar{\beta}_{i_1}, \ldots, \bar{\beta}_{i_k} \in \mathbb{Z}$.

Proof. Since the $U_i$ cover $\bar{\mathbb{C}}^n$, there is to any decomposition factor $N$ of $\pi^* (M_{\alpha}^\beta)$ a $U_i$ such that $N \mid_{U_i} \neq 0$. This restriction has, by Proposition 2.6, support on an intersection $\tilde{H} \cap U_i = \tilde{H}_{i_1} \cap \ldots \cap \tilde{H}_{i_k} \cap U_i$, and by Theorem 3.2 and the preceding lemma, this implies that $\bar{\beta}_{i_1}, \ldots, \bar{\beta}_{i_k} \in \mathbb{Z}$. Furthermore there is by Theorem 3.2 at most one. Conversely, assume that $\tilde{H} = \tilde{H}_{i_1} \cap \ldots \cap \tilde{H}_{i_k}$ is such that $\bar{\beta}_{i_1}, \ldots, \bar{\beta}_{i_k} \in \mathbb{Z}$. There is a $U_i$ such that $\tilde{H} \cap U_i \neq \emptyset$, and hence there is by Theorem 3.2 a decomposition factor of $\pi^* (M_{\alpha}^\beta) \mid_{U_i}$ with support on $\tilde{H} \cap U_i$. By Corollary 2.4 this means that there is a decomposition factor of $\pi^* (M_{\alpha}^\beta)$ with support on $\tilde{H}$. □

Corollary 5.3. The module $\pi^* (M_{\alpha}^\beta)$ is irreducible if and only if

$$\beta_1, \ldots, \beta_m, \sum_{i=1}^{m} r_i^1 \beta_1, \ldots, \sum_{i=1}^{m} r_i^s \beta_i \in \mathbb{C} \setminus \mathbb{Z}.$$

We can use this and the decomposition theorem to get a sufficient criterion for when $M_{\alpha}^\beta$ is irreducible. We will use the decomposition theorem in the general form stated by Kashiwara [11] and recently proved by Mochizuki [12]. (Our module is regular, so our application actually could have referred to old versions of the decomposition theorem.)

Theorem 5.4. Assume that the $r_i^j$ are defined by the property (5.1) of a resolution of the singularities of $V(\alpha)$. Then $M_{\alpha}^\beta$ is irreducible if $\beta_1, \ldots, \beta_m, \sum_{i=1}^{m} r_i^1 \beta_1, \ldots, \sum_{i=1}^{m} r_i^s \beta_i \in \mathbb{C} \setminus \mathbb{Z}$.

Proof. Given the condition in the theorem, by Corollary 5.3 $\pi^* (M_{\alpha}^\beta)$ is irreducible. Consider now the following pullback diagram:

$$(5.3) \quad \begin{array}{ccc} \tilde{U} & \xrightarrow{j} & \mathbb{C}^n \\ \pi \downarrow \quad \quad \quad \quad \quad \quad \quad \quad \quad \pi \downarrow \\ U & \xrightarrow{j} & \mathbb{C}^n \end{array}$$

where $U = \mathbb{C}^n \setminus V(\alpha)$ and $j'$ and $j$ are the respective inclusions. By definition $M_{\alpha}^\beta = j_*(M_{\alpha}^\beta \mid_U)$. Since $j$ is an affine map, this remains true interpreted in the derived category $D(D_{\mathbb{C}^n})$, where $j_*$ now is the derived functor of $\mathcal{O}_{\mathbb{C}^n}$-modules (which is also the direct D-module image $j_+$). Similarly $j'_*$ and $\pi^* \mid_{\tilde{U}}$ are exact.
functors, the latter since $\pi|_U$ is an isomorphism. By Theorem 1.7.3 of \cite{10}, pullbacks behave nicely in the derived category $D(D_{\mathbb{C}^n})$, so
\begin{equation}
\pi^*M^\beta = \pi^*j_*j^*(M^\beta|_U) = j_*\pi^*(M^\beta|_U),
\end{equation}
and consequently
\begin{equation}
H^r\pi^*M^\beta = 0 \text{ if } r \neq 0.
\end{equation}

Now, in the derived category,
\begin{equation}
\pi_+\pi^*(M^\beta) = \pi_+j'_*(\pi^*(M^\beta|_U)) = j_*(\pi|_U)_+\pi^*(M^\beta|_U) = j_*(M^\beta|_U) = M^\beta.
\end{equation}
But by the Decomposition Theorem (see e.g. \cite{12}), $H^0\pi_+\pi^*(M^\beta)$ is semisimple. However $M^\beta$ is indecomposable, since it is rank 1 over the generic point and torsion free as a $\mathbb{C}[x]$-module, and hence it is irreducible. \hfill \Box

**Remark 5.5.** We do not know whether this criterion is necessary, i.e. if $M^\alpha_\beta$ irreducible implies that $\pi^*M^\beta$ is irreducible too. See Corollary \cite{6,2} for an example of a case where the criterion is both necessary and sufficient.

**Example 5.6.** Consider $\mathbb{C}^n$ and the hyperplane arrangement given by the big diagonal; i.e., let $\alpha = \prod_{1 \leq i < j \leq n}(x_i-x_j)$. Set $\alpha_{ij} = x_i-x_j$ and call the corresponding divisor $D_{ij}$. Consider the module $M^\beta_\alpha$, where $\beta = (\beta_{ij})$. Fulton and MacPherson \cite{8} \cite{7} have constructed a resolution of singularities in this case, which satisfies i) and ii) above. This is a map $f : Y \rightarrow \mathbb{C}^n$ with the following property (\cite{8} Theorem 4). To each subset $S \subset \{1, \ldots, n\} := \{n\}$ there is a divisor $E_S$ such that scheme-theoretically $f^{-1}(D_{ij}) = \sum_{\{i,j\} \subset S} E_S$. The divisor $E_{i,j}$ is the proper transform of $D_{ij}$. In the terminology of the theorem this means that $r^i_j = 1$ or 0, according to whether $S$ contains both $i,j$ or not. Hence by the previous theorem, $M^\beta_\alpha$ is irreducible if for all $S \subset \{n\}$ we have that $d_S = \sum_{\{i,j\} \subset S} \beta_{ij} \in \mathbb{C} \setminus \mathbb{Z}$.

6. **Plane case**

In this section we will exemplify the preceding by describing the pullback to a resolution of singularities of the $A_2$-module $M^\beta_\alpha = \mathbb{C}[x,y]_\alpha^\beta$, where $\alpha = \prod_{i=1}^m \alpha_i$, $\alpha_1 = x$, $\alpha_2 = y$ and $\alpha_i = x + c_i y$ for all $i = 3, \ldots, m$ and $c_i \neq c_j$ for all $i \neq j$ and $\beta = (\beta_1, \beta_2, \ldots, \beta_m) \in \mathbb{C}^m$. We only need to blow up the origin. This is the locus:
\[ \tilde{\mathbb{C}}^2 = \{(x,y), [W_0,W_1] : xW_1 = yW_0\} \subset \mathbb{C}^2 \times \mathbb{P}^1, \]
together with the map
\[ \pi : \tilde{\mathbb{C}}^2 \rightarrow \mathbb{C}^2, \]
which is the restriction of the projection of $\mathbb{C}^2 \times \mathbb{P}^1$ onto the first factor. Let $U_1 \subset \tilde{\mathbb{C}}^2$ be the open subset given by $W_0 \neq 0$. In terms of Euclidean coordinates, $w_1 = \frac{W_1}{W_0}$ and we can write
\[ U_1 = \{(x,y), (w_1) : xw_1 = y\} = \{(x, xw_1, w_1)\} \subset \mathbb{C}^2 \times \mathbb{C}^1. \]
From this description we see that $U_1 \cong \mathbb{C}^2$ with coordinates $x, w_1$. The restriction $\pi|_{U_1}$ is given by
\[ \pi(x, w_1) = (x, xw_1). \]
Similarly let $U_2 \subset \tilde{\mathbb{C}}^2$ be given by $W_1 \neq 0$, and put $w_0 = \frac{W_0}{W_1}$. Then
\[ U_2 = \{(x,y), (w_0) : x = yw_0\} = \{(yw_0, y, w_0)\} \subset \mathbb{C}^2 \times \mathbb{C}^1. \]
So $U_2 \cong \mathbb{C}^2$ with coordinates $y, w_0$, and the restriction $\pi|_{U_2}$ is given by

$$\pi(y, w_0) = (yw_0, y).$$

Clearly $\tilde{\mathbb{C}}^2 = U_1 \cup U_2$ and hence $\{U_1, U_2\}$ is an affine cover of $\mathbb{C}^2$. The exceptional divisor $E$ is given in the chart $U_1$ by $x = 0$, and in $U_2$ by $y = 0$. (See Figure 2.) Furthermore in $U_1$,

$$\pi^*(\alpha_1) = (x), \pi^*(\alpha_2) = (xw_1), \pi^*(\alpha_i) = (x(1 + c_i w_1)), \ i = 3, ..., m,$$

and in $U_2$,

$$\pi^*(\alpha_1) = (yw_0), \pi^*(\alpha_2) = (y), \pi^*(\alpha_i) = (y(w_0 + c_i)), \ i = 3, ..., m.$$

Hence, $\text{Div}\pi^*(H_i) = \tilde{H}_i + E, \ i = 1, ..., m$ (and $U_1 = \tilde{\mathbb{C}}^n \setminus H_1$ and $U_2 = \tilde{\mathbb{C}}^n \setminus H_2$).

This gives us the numerical description of the resolution that we need to apply Corollary 5.2.

**Proposition 6.1.** Consider $\pi^*_2(M_\alpha^\beta)$. Let $I = \{i | \beta_i \in \mathbb{Z}\}$ contain $k$ elements, and let $|\beta| = \sum_{i=1}^{m} \beta_i$.

(i) If $|\beta| \in \mathbb{Z}$, then there is exactly one decomposition factor with support on each of $\mathbb{C}^2, E, H_i, i \in I$ and one on each intersection $H_i \cap E, i \in I$, and these are all decomposition factors—all together $2(k + 1)$.

(ii) If $|\beta| \in \mathbb{C} \setminus \mathbb{Z}$, then there is exactly one decomposition factor with support on $\mathbb{C}^2$, and one on each $H_i, i \in I$ only—all together $k + 1$.

We can compare the criterion for irreducibility of $M_\alpha^\beta$ that was obtained in Theorem 5.4 with what was proved in the plane case in [1] and see that in the plane it also gives a necessary criterion. As mentioned above, we ignore whether this is true in general. The methods in [1] that prove the following corollary are much more algebraic than those used in the present paper, but might possibly be used to prove necessity, if this is true.

**Corollary 6.2.** In the plane case, $\pi^*(M_\alpha^\beta)$ is irreducible if and only if $M_\alpha^\beta$ is irreducible if and only if $\beta_1, ..., \beta_m, \sum_{i=1}^{m} \beta_i \in \mathbb{C} \setminus \mathbb{Z}$.

**Proof.** See [1].
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