AN ANALOGUE OF HILBERT’S SYZYGY THEOREM FOR THE ALGEBRA OF ONE-SIDED INVERSES OF A POLYNOMIAL ALGEBRA
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Abstract. An analogue of Hilbert’s Syzygy Theorem is proved for the algebra $S_n(A)$ of one-sided inverses of the polynomial algebra $A[x_1, \ldots, x_n]$ over an arbitrary ring $A$:

$$\operatorname{l.gldim}(S_n(A)) = \operatorname{l.gldim}(A) + n.$$ 

The algebra $S_n(A)$ is noncommutative, neither left nor right Noetherian and not a domain. The proof is based on a generalization of the Theorem of Kaplansky (on the projective dimension) obtained in the paper. As a consequence it is proved that for a left or right Noetherian algebra $A$:

$$\operatorname{w.dim}(S_n(A)) = \operatorname{w.dim}(A) + n.$$ 

1. Introduction

Throughout, ring means an associative ring with 1; module means a left module; $\mathbb{N} := \{0, 1, \ldots\}$ is the set of natural numbers.

Definition [5]. Let $P_n(A) = A[x_1, \ldots, x_n]$ be a polynomial ring with coefficients in a ring $A$. The algebra $S_n = S_n(A)$ of one-sided inverses of $P_n(A)$ is a ring generated over the ring $A$ of by $2n$ elements $x_1, \ldots, x_n, y_1, \ldots, y_n$ that satisfy the defining relations:

$$y_ix_1 = 1, \ldots, y_nx_n = 1, \quad [x_i, y_j] = [x_i, x_j] = [y_i, y_j] = 0 \quad \text{for all } i \neq j,$$

where $[a, b] := ab - ba$ is the commutator of elements $a$ and $b$.

By the very definition, the ring $S_n$ is obtained from the polynomial ring $P_n$ by adding commuting, left (but not two-sided) inverses of its canonical generators. When $A = K$ is a field, the algebra $S_1 = K[x, y \mid yx = 1]$ is a well-known primitive algebra [17], p. 35, Example 2. Over the field $\mathbb{C}$ of complex numbers, the completion of the algebra $S_1$ is the Toeplitz algebra which is the $C^*$-algebra generated by a unilateral shift on the Hilbert space $l^2(\mathbb{N})$ (note that $y = x^*$). The Toeplitz algebra is the universal $C^*$-algebra generated by a proper isometry. If $\operatorname{char}(K) = 0$, then the algebra $S_n$ is isomorphic to the algebra $K\left\langle \frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_n}, \int_1, \ldots, \int_n \right\rangle$ of scalar integro-differential operators (via $x_i \mapsto \int_i$, $y_i \mapsto \frac{\partial}{\partial x_i}$).
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The algebra $S_n = S_n(K)$ was studied in detail in [6]: the Gelfand-Kirillov dimension of the algebra $S_n$ is $2n$, $\text{cl.Kdim}(S_n) = 2n$, and the weak and the global dimensions of $S_n$ are $n$. The algebra $S_n$ is neither left nor right Noetherian as was shown by Jacobson [16] when $n = 1$ (see also Baer [2]). Moreover, it contains infinite direct sums of left and right ideals. In the series of three papers [7], [8] and [9], the group $G_n := \text{Aut}_{K-\text{alg}}(S_n)$ of automorphisms and the group $S_n^*$ of units of the algebra $S_n$ and their explicit generators were found (both groups are huge). The group $G_1$ was found by Gerritzen, [14]). In [8] and [10] it is proved that $K_1(S_1) \cong K^*$ and $K_1(S_n) \cong K^*$ for all $n > 1$ respectively.

Hilbert’s Syzygy Theorem [13], [3] states that for any ring $A$, 

$$\text{l.glrd}(A[x_1,\ldots,x_n]) = \text{l.glrd}(A) + n.$$ 

The reason why it holds is the following Theorem of Kaplansky.

**Theorem 1.1** ([18]). *Let $A$ be a ring, $s$ be its regular and central element, $\overline{A} := A/(s)$. If $M$ is a nonzero $\overline{A}$-module with $\text{pd}_{\overline{A}}(M) = n < \infty$, then $\text{pd}_A(M) = n + 1$.***

The aim of the paper is to prove an analogue of Hilbert’s Syzygy Theorem for the ring $S_n(A)$.

**Theorem 1.2.** *Let $A$ be a ring. Then 

$$\text{l.glrd}(S_n(A)) = \text{l.glrd}(A) + n \quad \text{and} \quad \text{r.glrd}(S_n(A)) = \text{r.glrd}(A) + n.$$ 

The proof of this theorem is based on the following generalization of the Theorem of Kaplansky proved in the paper.

**Theorem 1.3.** *Let $A$ be a ring, $s$ be a regular and left normal element of the ring $A$, $t$ be a right regular and right normal element of the ring $A$ such that $(s) = (t)$, and $\overline{A} := A/(s)$. Suppose that either

1. $ta - at \in (t^2)$ for all elements $a \in A$ or
2. the ring endomorphism $\tau_t$ of the ring $\overline{A}$ is an automorphism (see [10]).

If $M$ is a nonzero $\overline{A}$-module with $\text{pd}_{\overline{A}}(M) = n < \infty$, then $\text{pd}_A(M) = n + 1$.

The Theorem of Kaplansky follows from Theorem 1.3 when we set $t = s$ (both conditions hold).

Analogues of Hilbert’s Syzygy Theorems for some (mostly Noetherian) rings under additional assumptions on the coefficient ring $A$ (such as being Noetherian) were given in [1], [13], [4] and [5]. Generalizations of the Theorem of Kaplansky are the key in finding the global dimension of certain classes of Noetherian rings (such as skew polynomial rings, skew Laurent polynomial rings, rings of differential operators, etc.); see [11], [15], [19], [20] and [12].

2. **Proofs of Theorems 1.2 and 1.3**

At the beginning of the section we collect some basic facts on the ring $S_n(A)$ and prove several lemmas that are used in the proofs of Theorems 1.2 and 1.3.

**The ring $S_n(A)$ of one-sided inverses of a polynomial ring.** *Let $A$ be a ring. The ring $S_n(A)$ is the direct sum of $N^2$ copies of $\mathbb{A}A$ and $A_A$,

$$S_n(A) = A \otimes_{\mathbb{Z}} S_n(\mathbb{Z}) = \bigoplus_{\alpha,\beta \in \mathbb{N}^n} A x^\alpha y^\beta = \bigoplus_{\alpha,\beta \in \mathbb{N}^n} x^\alpha y^\beta A,$$
where \( x^\alpha := x_1^{\alpha_1} \cdots x_n^{\alpha_n}, \alpha = (\alpha_1, \ldots, \alpha_n), \ y^\beta := y_1^{\beta_1} \cdots y_n^{\beta_n} \) and \( \beta = (\beta_1, \ldots, \beta_n) \). The ring \( S_n(A) \) contains the ideal

\[
F(A) := \bigoplus_{\alpha, \beta \in \mathbb{N}^n} AE_{\alpha \beta}, \quad \text{where} \quad E_{\alpha \beta} := \prod_{i=1}^{n} E_{\alpha_i \beta_i}(i), \quad E_{\alpha_i \beta_i}(i) := x_i^{\alpha_i} y_i^{\beta_i} - x_i^{\alpha_i+1} y_i^{\beta_i+1}.
\]

Note that \( E_{\alpha \beta} E_{\gamma \rho} = \delta_{\beta \gamma} E_{\alpha \rho} \) for all elements \( \alpha, \beta, \gamma, \rho \in \mathbb{N}^n \), where \( \delta_{\beta \gamma} \) is the Kronecker delta function. Let \( a_n(A) \) be the ideal of the algebra \( S_n(A) \) generated by the elements \( E_{00}(i), \ i = 1, \ldots, n \) (if \( n = 1 \), then \( a_1(A) = F(A) \)). The factor ring \( S_n(A)/a_n(A) \) is canonically isomorphic to the Laurent polynomial \( A \)-algebra \( L_n(A) := A[x_1, x_1^{-1}, \ldots, x_n, x_n^{-1}] \) via the \( A \)-isomorphism:

\[
S_n(A)/a_n(A) \rightarrow L_n(A), \quad x_i \mapsto x_i, \quad y_i \mapsto x_i^{-1}, \quad i = 1, \ldots, n,
\]

since \( y_i x_i = 1 \) and \( 1 - x_i y_i = E_{00}(i) \in a_n(A) \).

Suppose that the ring \( A \) admits an involution \( * \); i.e., it is an anti-isomorphism \((ab)^* = b^* a^* \) for all elements \( a, b \in A \) with \( a^{**} = a \) for all elements \( a \in A \). The involution \( * \) can be extended to the involution \( * \) on the ring \( S_n(A) \) by the rule

\[
x_i^* = y_i, \quad y_i^* = x_i, \quad i = 1, \ldots, n.
\]

In particular when \( A \) is a commutative ring and \( * \) is the identity map on \( A \) we have the \( A \)-involution (i.e. \( a^* = a \) for all \( a \in A \)) on the ring \( S_n(A) \). There is a split ring \( A \)-epimorphism

\[
\pi : S_n(A) \rightarrow A, \quad x_i \mapsto 1, \quad y_i \mapsto 1, \quad i = 1, \ldots, n.
\]

Therefore,

\[
S_n(A) = A \oplus (x_1 - 1, \ldots, x_n - 1, y_1 - 1, \ldots, y_n - 1).
\]

Lemma 2.1(2) shows that the ideal \((x_1 - 1, \ldots, x_n - 1, y_1 - 1, \ldots, y_n - 1)\) of the ring \( S_n(A) \) is equal to the ideal \((x_1 - 1, \ldots, x_n - 1)\) or \((y_1 - 1, \ldots, y_n - 1)\) or \((t_1 - 1, \ldots, t_n - 1)\), where \( t_i = x_i, y_i \).

The polynomial ring \( P_n(A) = A[x_1, \ldots, x_n] \) is an \( S_n(A) \)-module. In more detail,

\[
s_n(A)P_n(A) \simeq S_n(A)/\bigoplus_{i=0}^{n} S_n(A)y_i = \bigoplus_{\alpha \in \mathbb{N}^n} Ax^\alpha \mathcal{T}, \quad \mathcal{T} := 1 + \sum_{i=1}^{n} S_n(A)y_i,
\]

and the action of the canonical generators of the \( A \)-algebra \( S_n(A) \) on the polynomial ring \( P_n(A) \) is given by the rule:

\[
x_i * x^\alpha = x^{\alpha + e_i}, \quad y_i * x^\alpha = \begin{cases} x^{\alpha - e_i} & \text{if } \alpha_i > 0, \\ 0 & \text{if } \alpha_i = 0, \end{cases} \quad \text{and} \quad E_{\beta \gamma} * x^\alpha = \delta_{\alpha \gamma} x^\beta,
\]

where the set \( e_1 := (1, 0, \ldots, 0), \ldots, e_n := (0, 0, \ldots, 0, 1) \) is the canonical basis for the free \( \mathbb{Z} \)-module \( \mathbb{Z}^n = \bigoplus_{i=1}^{n} \mathbb{Z}e_i \).

An element \( r \) of a ring \( R \) is called a left normal if \( Rr = (r) \), i.e. \( rR \subseteq Rr \), where \( (r) = RrR \) is the (two-sided) ideal of the ring \( R \) generated by the element \( r \). An element \( r \) of a ring \( R \) is called a right normal if \( rr \subseteq rR \), i.e. \( Rr \subseteq rR \). An element \( r \) of a ring \( R \) is called a normal if it is left and right normal, equivalently, \( Rr = rr = (r) = rR \).

**Lemma 2.1.** Let \( A \) be a ring. Then:

1. The element \( x - 1 \in S_1(A) \) is left normal and the element \( y - 1 \in S_1(A) \) is right normal; i.e., \( S_1(A)(x - 1) = (x - 1) \) and \( (y - 1)S_1(A) = (y - 1) \).
Remark. Lemma 2.2 shows that the element \( x - 1 \) is not a right normal element and the element \( y - 1 \) is not a left regular element of \( S_n(A) \).

Proof. By (1) and since \( x - 1 \in S_1(\mathbb{Z}) \) and \( y - 1 \in S_1(\mathbb{Z}) \), it suffices to prove the lemma for \( A = \mathbb{Z} \). The \( \mathbb{Z} \)-algebra \( S_1 = S_1(\mathbb{Z}) \) is generated by the elements \( x \) and \( y \) over the ring \( \mathbb{Z} \). The left ideal \( S_1(x - 1) \) is an ideal of the ring \( S_1 \) since

\[(x - 1)y = (1 - (x - 1)y)(x - 1) \tag{6}\]

In more detail, using the equalities \( E_{00} = 1 - xy \) and \( E_{00}x = 0 \), we see that

\[(1 - (x - 1)y)(x - 1) = (E_{00} + y)(x - 1) = -E_{00} + 1 - y = xy - 1 + 1 - y = (x - 1)y. \]

By (6), the left ideal \( S_1(x - 1) \) is an ideal of \( S_1 \), i.e. \( x - 1 \) is a left normal element of the ring \( S_1 \). The ring \( S_1 \) admits the involution \( * \) over the ring \( \mathbb{Z} \): \( y^* = x \). Then the element \( y - 1 = (x - 1)^* \) is right normal. Notice that

\[1 - y = y(x - 1) \in (x - 1). \]  

Then \( (y - 1) \subseteq (x - 1) \) and the opposite inclusion follows when we apply the involution \( * \) to the original one, i.e. \( (x - 1) = (y - 1) \). Now,

\[S_1 = \mathbb{Z}[x] \otimes \mathbb{Z}[y] = (\mathbb{Z} \oplus \mathbb{Z}[x](x - 1)) \otimes \mathbb{Z} (\mathbb{Z} \oplus \mathbb{Z}[y](y - 1)) = \mathbb{Z} \oplus (x - 1) \]

since the \( \mathbb{Z} \)-algebra epimorphism \( \pi : S_1 \to \mathbb{Z} \), \( x \mapsto 1 \), \( y \mapsto 1 \), is a split epimorphism. Since \( \ker(\pi) = (x - 1) \) and \( \pi(E_{ij}) = 0 \) for all elements \( i, j \in \mathbb{N} \), we have the inclusion \( F \subseteq (x - 1) \). \( \square \)

Lemma 2.2. Let \( A \) be a ring. Then neither the right ideal \( (x - 1)S_1(A) \) nor the left ideal \( S_1(A)(y - 1) \) is an ideal of the ring \( S_1(A) \).

Proof. By (1) and since \( x - 1, y - 1 \in S_1(\mathbb{Z}) \), we may assume that \( A = \mathbb{Z} \). In view of the involution \( * \) on the ring \( S_1 = S_1(\mathbb{Z}) \) it suffices to show that the right ideal \( (x - 1)S_1 \) is not an ideal of the ring \( S_1 \) since \( S_1(y - 1) = ((x - 1)S_1)^* \). Suppose that \( (x - 1)S_1 \) is an ideal of the ring \( S_1 \), we seek a contradiction. Since \( F(\mathbb{Q}) = \mathbb{Q} \otimes \mathbb{Z} F \) (where \( F = F(\mathbb{Z}) \)) is the least nonzero ideal of the algebra \( S_1(\mathbb{Q}) \) (Proposition 2.5(2), [1]) and \( S_1 \subseteq S_1(\mathbb{Q}) \), it follows from (2) that \( F(\mathbb{Q}) \cap (x - 1)S_1 = mF \) for a nonzero integer \( m \) since \( F(\mathbb{Q}) \subseteq (x - 1)S_1(\mathbb{Q}) \). Since \( mE_{00} \in F(\mathbb{Q}) \cap (x - 1)S_1(\mathbb{Q}) \) there exists an element \( a \in S_1 \) such that \( (x - 1)a = mE_{00} \). Taking this equality modulo \( F \) and using the fact that the factor ring \( S_1/F \) is a Laurent polynomial algebra \( \mathbb{Z}[x, x^{-1}] \) over \( \mathbb{Z} \) which is a domain, we see that \( a \in F \). The ideal \( F \) is the direct sum \( \bigoplus_{j \in \mathbb{N}} E_{N,j} \) of left ideals \( E_{N,j} = \bigoplus_{i \in \mathbb{N}} \mathbb{Z}E_{ij} \simeq S_1 \mathbb{Z}[x] \) \( (E_{0j} \mapsto 1) \). Recall that \( E_{ij} = x^iy^{i+1}y^{i+1} \). Since the left multiplication by the element \( x - 1 \) in \( \mathbb{Z}[x] \) is an injection and \( E_{00} \in E_{N,0} \), we must have \( a \in E_{N,0} \). Notice that \( \mathbb{Z}[x]E_{N,0} \simeq \mathbb{Z}[x] \mathbb{Z}[x] \), \( E_{00} \mapsto 1 \). The equality \( (x - 1)a = mE_{00} \) implies that \( m \in (x - 1)\mathbb{Z}[x] \), a contradiction. \( \square \)

An element \( r \) of a ring \( R \) is called left regular if \( sr = 0 \) implies \( s = 0 \) for \( s \in R \). Similarly, right regular is defined, and regular means both left and right regular.

Lemma 2.3. Let \( A \) be a ring. The elements \( x - 1 \) and \( y - 1 \) of the algebra \( S_1(A) \) are regular.
Proof. By (1) and since $x - 1, y - 1 \in S_1(\mathbb{Z})$, we may assume that $A = \mathbb{Z}$. In view of the involution $\ast$ on the algebra $S_1 = S_1(\mathbb{Z})$ ($y^\ast = x$), it suffices to show that the element $x - 1$ is regular. Suppose that $l(x - 1) = 0$ and $(x - 1)r = 0$ for some elements $l, r \in S_1$. We have to show that $l = r = 0$. Since the element $x - 1$ is a regular element of the factor ring $S_1/F = \mathbb{Z}[x, x^{-1}]$, we see that $l, r \in F$. We have seen in the proof of Lemma 2.2 that $\ast$ is a projective $\mathbb{Z}$-module on $(10)$.

Clearly, $P$ is a projective $\mathbb{Z}$-module. In view of the involution $\ast$ on the algebra $S_1 = S_1(\mathbb{Z})$ ($y^\ast = x$), it suffices to show that the element $x - 1$ is regular. Suppose that $pd_{1A} = 0$ for some $m > 0$. Then $pd_{1A} = 1$ as the $A$-module $P$ cannot be projective since $sP = 0$ and the element $s \in A$ is right regular. This proves the theorem when $n = 0$. Let $n > 0$ and use induction on $n$. Let $0 \to N \to P \to M \to 0$ be a short exact sequence of $\mathbb{Z}$-modules, where $P$ is a projective $\mathbb{Z}$-module. Then $N \neq 0$ and $pd_{1A}(N) = n - 1$. By induction $pd_{1A}(N) = n$ and $pd_{1A}(M) = 1$. Therefore, $pd_{1A}(M) \leq n + 1$ and $pd_{1A}(M) = n + 1$ provided $n > 1$.

If $n = 1$, then $M = Q/R$ for some free $A$-module $Q$, where $R$ is its $A$-submodule such that $(s)Q \subseteq R$. Then the following short sequences of $\mathbb{Z}$-modules are exact:

$$0 \to R/(s)Q \to Q/(s)Q \to M \to 0,$$

$$0 \to (s)Q/(s)R \to R/(s)R \to R/(s)Q \to 0.$$

By the assumption, $(s) = (t) = tA$ and $At \subseteq tA$. Then $(s)Q/(s)R = tQ/tR$. Since the element $t \in A$ is right regular, the map

$$tQ/tR \to Q/R, \quad tq + tR \mapsto q + R$$

is a bijection. We claim that

$$pd_{1A}((s)Q/(s)R) = 1.$$
Suppose that the first condition in the theorem holds. Since $at - ta \in (t^2)$ for all elements $a \in A$ and $(t)R = tR$, the map $[13]$ is an $A$-module (and $\overline{A}$-module) isomorphism:

\[a(tq + (t)R) = atq + (t)R = taq + (at - ta)q + (t)R = taq + (t)R\]

as $(at - ta)q \in (t^2)Q = (t)(s)Q \subseteq (t)R$ (since $(s)Q \subseteq R$). The claim is obvious in this case. Then we will see that the equality follows from Theorem 1.3 where $\delta(S_1(A)) \subseteq F(A)$ and hence the element $a \in S_1(A)$ is a projective resolution of the $A\mathsf{-module}$ such that

\[(s)Q/(s)R = tQ/tR \simeq \tau_i(Q/R) = \tau(M) \simeq \tau_iM.\]

Since $\tau_i$ is an automorphism of the ring $\overline{A}$, $\text{pd}_{\tau_i}(\overline{A}) = 1$. The proof of the claim is complete. The $\overline{A}$-module $Q/(s)Q$ is projective and $\text{pd}_{\tau_i}(\overline{A}) = 1$; hence the $\overline{A}$-module $R/(s)Q$ is projective by [11]. Then the short exact sequence [12] splits,

\[R/(s)R \simeq (s)Q/(s)R \oplus R/(s)Q.\]

Therefore, $\text{pd}_{\tau_i}(R/(s)R) \geq \text{pd}_{\tau_i}((s)Q/(s)R) = 1$; hence $R$ is not a projective $A$-module (otherwise, we would have $\text{pd}_{\tau_i}(R/(s)R) = 0$, a contradiction), and so $\text{pd}_{A}(M) > 1$ since $M = Q/R$ and $Q$ is a free $A$-module. \hfill \Box

Theorem 1.3 is used in the proof of Lemma 2.3, which is the key moment in the proof of Theorem 1.2

Lemma 2.4. Let $A$ be a ring. Then:

1. For each $S_1(A)$-module $M$, $\text{pd}_A(M) \leq \text{pd}_{S_1(A)}(M)$.
2. For each $A$-module $N$, $\text{pd}_{S_1(A)}(S_1(A) \otimes_A N) = \text{pd}_A(N)$.
3. If $M$ is a nonzero $S_1(A)$-module such that $(x-1)M = 0$, then $\text{pd}_{S_1(A)}(M) = \text{pd}_A(M) + 1$.

Proof. 1. Since $S_1(A)$ is a free left $A$-module, any projective resolution of the $S_1(A)$-module $M$ is also a projective resolution of the $A$-module $M$. Therefore, $\text{pd}_A(M) \leq \text{pd}_{S_1(A)}(M)$.

2. It follows from the decomposition $S_1(A) = \bigoplus_{i \in \mathbb{N}} x^iy^i A$ that the $A$-module $S_1(A) \otimes_A N = \bigoplus_{i \in \mathbb{N}} x^iy^i \otimes_A N \simeq (A^N)^{(\mathbb{N})}$ is the direct sum of $\mathbb{N}$ copies of the $A$-module $N$. Then, by statement 1, $\text{pd}_{S_1(A)}(S_1(A) \otimes_A N) \geq \text{pd}_A(N)$. If $P \rightarrow N$ is a projective resolution of the $A$-module $N$, then $S_1(A) \otimes_A P \rightarrow S_1(A) \otimes_A N$ is the projective resolution of the $S_1(A)$-module $S_1(A) \otimes_A N$ since $S_1(A)$ is free. Therefore, $\text{pd}_{S_1(A)}(S_1(A) \otimes_A N) \leq \text{pd}_A(N)$.

3. Let $n = \text{pd}_A(M)$. If $n = \infty$, then $\text{pd}_{S_1(A)}(M) = \infty$, by statement 1. If $n < \infty$, then we will see that the equality follows from Theorem 1.3 where $s = x - 1$ and $t = y - 1$. For, we have to check that the conditions of Theorem 1.3 hold for the elements $s$ and $t$ (we will see that both conditions 1 and 2 of Theorem 1.3 hold). By Lemma 2.3, the elements $s$ and $t$ of the ring $S_1(A)$ are regular. By Lemma 2.1 the element $s$ is left normal and the element $t$ is right normal with $(s) = (t)$. Consider the inner derivation $\delta = \text{ad}(t) = \text{ad}(y)$ of the ring $S_1(A)$ (recall that $\text{ad}(t)(a) = ta - at$ for all elements $a \in S_1(A)$). Since $\delta(A) = 0$, $\delta(y) = 0$ and $\delta(x) = xy - yx = E_{00}$, we see that $\delta(S_1(A)) \subseteq F(A)$, Notice that $F(A)^2 = F(A)$, by (2). By Lemma 2.1, $F(A) \subseteq (y-1)$. Then $at - ta \in F(A) = F(A)^2 \subseteq (y-1)^2 = (t^2)$ for all elements $a \in S_1(A)$. By Lemma 2.1, $S_1(A)/(t) = A$ and the ring endomorphism $\tau_i$ is the identity automorphism of the ring $A$. This means that the
assumptions of Theorem 1.3 hold for the elements \( s = x - 1 \) and \( t = y - 1 \), and so \( \text{pd}_{S_1(A)}(M) = n + 1 \) by Theorem 1.3.

**Proof of Theorem 1.2.** Since \( S_n(A) = S_1(S_{n-1}(A)) \), it suffices to prove the statements when \( n = 1 \). In view of the involution \(*\) on the algebra \( S_1(\mathbb{Z}) \) such that \( y^* = x \), and \( S_1(A) = A \otimes \mathbb{Z} S_1(\mathbb{Z}) \), it suffices to show that \( \text{l.gl.dim}(S_1(A)) = \text{l.gl.dim}(A) + 1 \).

By Lemma 2.4, \( \text{l.gl.dim}(S_1(A)) \geq \text{l.gl.dim}(A) \), and so the equality is true if \( \text{l.gl.dim}(A) = \infty \). Suppose that \( \text{l.gl.dim}(A) < \infty \). By Lemma 2.4(3), \( \text{l.gl.dim}(S_1(A)) \geq \text{l.gl.dim}(A) + 1 \) since each \( A \)-module \( N \) can be seen as the \( S_1(A) \)-module which is annihilated by the element \( x - 1 \) since \( _A S_1(A)_{-A} = A \otimes (x - 1) \) and \( (x - 1) = S_1(A)(x - 1) \). It remains to show that \( \text{pd}_{S_1(A)}(M) \leq \text{l.gl.dim}(A) + 1 \) for all nonzero \( S_1(A) \)-modules \( M \). There is the short exact sequence of \( S_1(A) \)-modules (by Lemma 2.3 and 8)

\[
0 \to S_1(A) \otimes_A M \to S_1(A) \otimes_A M \to M \to 0.
\]

Notice that \( S_1(A) \otimes_A M = S_1(\mathbb{Z}) \otimes \mathbb{Z} A \otimes \mathbb{Z} M \simeq S_1(\mathbb{Z}) \otimes \mathbb{Z} M \), and the map \((x - 1)\) above is equal to the map

\[
\cdot(x - 1) \otimes \text{id}_M : S_1(\mathbb{Z}) \otimes \mathbb{Z} M \to S_1(\mathbb{Z}) \otimes \mathbb{Z} M.
\]

By Lemma 2.3, \( \text{pd}_{S_1(A)}(S_1(A) \otimes_A M) = \text{pd}_A(M) \leq \text{l.gl.dim}(A) \). By (14), \( \text{pd}_{S_1(A)}(M) \leq \text{l.gl.dim}(A) + 1 \). The proof of the theorem is complete. □

**Corollary 2.5.**

1. \( \text{l.gl.dim}(S_n(K)) = \text{r.gl.dim}(S_n(K)) = n \).
2. \( \text{l.gl.dim}(S_n(\mathbb{Z})) = \text{r.gl.dim}(S_n(\mathbb{Z})) = n + 1 \).

**Theorem 2.6.** Let \( A \) be an algebra over a field \( K \) such that either \( \text{w.dim}(A) = \text{l.gl.dim}(A) \) (e.g., \( A \) is an left Noetherian algebra) or \( \text{w.dim}(A) = \text{r.gl.dim}(A) \) (e.g., \( A \) is a right Noetherian algebra). Then \( \text{w.dim}(S_n(A)) = \text{w.dim}(A) + n \).

**Proof.** For any two \( K \)-algebras \( R \) and \( S \), \( \text{w.dim}(R \otimes S) \geq \text{w.dim}(R) + \text{w.dim}(S) \) (Theorem 16, 11). Therefore, \( \text{w.dim}(S_n(A)) = \text{w.dim}(S_n \otimes A) \geq \text{w.dim}(S_n) + \text{w.dim}(A) = n + \text{w.dim}(A) \) since \( \text{w.dim}(S_n) = n \), Corollary 6.8, 9. The inverse inequality follows from Theorem 1.2 and the fact that \( \text{w.dim}(R) \leq \min\{\text{l.gl.dim}(R),\text{r.gl.dim}(R)\} \) for all rings \( R \). Let \( d = \text{l.gl.dim} \) (resp. \( d = \text{r.gl.dim} \)). If \( A \) is a left (resp. right) Noetherian algebra, then \( d(A) = \text{w.dim}(A) \) and \( \text{w.dim}(S_n(A)) \leq d(S_n(A)) = d(A) + n = \text{w.dim}(A) + n \).

The proof of the theorem is complete. □

**Corollary 2.7.** \( \text{w.dim}(S_n(\mathbb{Z})) = n + 1 \).

In his report the referee asked the following two questions (\( K \) is a field):

Q1. *Is the algebra \( S_n(K) \) coherent?*

Q2. *What is \( K_0(S_n(K)) \)?*

Theorem 2.8 gives the answer to the first question. A module \( M \) over a ring \( R \) is *finitely presented* if there is an exact sequence of modules \( R^n \to R^n \to M \to 0 \). A finitely generated module is a *coherent* module if every finitely generated submodule is finitely presented. A ring \( R \) is a left (resp. right) *coherent ring* if the module \( _R R \) (resp. \( R_R \)) is coherent. A ring \( R \) is a left coherent ring iff, for each element \( r \in R \), \( \ker R_R(r) \) is a finitely generated left \( R \)-module and the intersection of two...
finitely generated left ideals is finitely generated [21, Proposition 13.3]. Each left Noetherian ring is left coherent but not vice versa.

**Theorem 2.8.** Let $K$ be a field and $S_n = S_n(K)$. Then the algebra $S_n$ is a left coherent algebra iff the algebra $S_n$ is a right coherent algebra iff $n = 1$.

**Proof.** In view of existence of the involution $*$ on the algebra $S_n$ the first ‘iff’ is obvious since the algebra $S_n$ is self-dual; i.e. it is isomorphic to its opposite algebra $S_n^{op}$ (via $S_n \rightarrow S_n^{op}$, $a \mapsto a^*$). By Corollary 2.5(1), the algebra $S_1$ is a hereditary algebra hence coherent.

If $n \geq 2$, then the algebra $S_n$ is not left coherent as the left $S_n$-module $K := \ker_{S_n}(\langle x_1 - x_2 \rangle)$ is not finitely generated. In more detail, $K = K' \otimes S_{n-2}$, where $K' := \ker_{S_2}(\langle x_1 - x_2 \rangle)$ and $S_n = S_2 \otimes S_{n-2}$. It suffices to show that the $S_2$-module $K'$ is an infinite direct sum of nonzero $S_2$-modules (then $K$ is an infinite direct sum of nonzero $S_n$-modules; hence $K$ is not a finitely generated $S_n$-module and as a result the algebra $S_n$ is not left coherent). So, we can assume that $n = 2$. Recall that $S_2 = S_1(1) \otimes S_1(2)$, where $S_1(1) = K(x_k, y_k) \simeq S_1$ for $k = 1, 2$; $F(k) := \bigoplus_{i,j \in \mathbb{N}} KE_{ij}(k)$ is the only proper ideal of the algebra $S_1(k)$ and $S_1(k)/F(k) = L_1(k) := K[x_k, x_k^{-1}]$. The ideal $a_2 := F(1) \otimes S_1(2) + S_1(1) \otimes F(2)$ of the algebra $S_1$ is such that $S_2/a_2 \simeq L_1(1) \otimes L_1(2) = K[x_1, x_1^{-1}, x_2, x_2^{-1}]$ is a commutative domain. Therefore, $K = \ker_{a_2}(\langle x_1 - x_2 \rangle)$ since the element $x_1 - x_2$ is a nonzero element of the domain $L_1(1) \otimes L_1(2)$. It follows from the short exact sequence of right $S_2$-modules

$$0 \rightarrow F := F(1) \otimes F(2) \rightarrow a_2 \rightarrow a_2/(F(1) \otimes S_1(2)) \simeq L_1(1) \otimes S_1(2) \rightarrow 0$$

and the equality $\ker_{L_1(1) \otimes S_1(2)}(\langle x_1 - x_2 \rangle) = 0$ (use the fact that the algebra $L_1(1) = \bigoplus_{i \in \mathbb{Z}} Kx_1^i$ is $\mathbb{Z}$-graded) that $K = \ker_F(\langle x_1 - x_2 \rangle)$. The ideal

$$F = \bigoplus_{\alpha, \beta \in \mathbb{N}^2} KE_{\alpha\beta} = \bigoplus_{\beta \in \mathbb{N}^2} S_2 E_{0\beta} = \bigoplus_{\alpha \in \mathbb{N}^2} E_{\alpha} S_2$$

is the direct sum of nonzero left ideals $S_2 E_{0\beta} = \bigoplus_{\alpha \in \mathbb{N}^2} KE_{\alpha\beta}$ and the direct sum of nonzero right ideals $E_{\alpha} S_2 = \bigoplus_{\beta \in \mathbb{N}^2} KE_{\alpha\beta}$. Using the identities

$$E_{i,j}(k)x_k = \begin{cases} E_{i,j-1}(k) & \text{if } j \geq 1, \\ 0 & \text{if } j = 0, \end{cases}$$

we see that $\ker_{E_{\alpha} S_2}(\langle x_1 - x_2 \rangle) = \bigoplus_{s \in \mathbb{N}} K\nu_\alpha(s)$, where $\nu_\alpha(s) := \sum_{\beta_1 + \beta_2 = s} E_{\alpha\beta}$ and $\beta = (\beta_1, \beta_2) \in \mathbb{N}^2$. Notice that $\nu_\alpha(s) = x^\alpha v_0(s)$ for all $\alpha \in \mathbb{N}^2$ and $y^\beta v_0(s) = 0$ for all $\beta \in \mathbb{N}^2 \setminus \{0\}$. Therefore,

$$\ker_F(\langle x_1 - x_2 \rangle) = \bigoplus_{\alpha \in \mathbb{N}^2} \ker_{E_{\alpha} S_2}(\langle x_1 - x_2 \rangle) = \bigoplus_{\alpha \in \mathbb{N}^2, s \in \mathbb{N}} K\nu_\alpha(s) = \bigoplus_{s \in \mathbb{N}} S_2 v_0(s)$$

is an infinite direct sum of nonzero left ideals of the algebra $S_2$, as required. \square
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