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Abstract. We consider a conjecture attributed to Muckenhoupt and Wheeden which suggests a positive relationship between the continuity of the Hardy-Littlewood maximal operator and the Hilbert transform in the weighted setting. Although continuity of the two operators is equivalent for $A_p$ weights with $1 < p < \infty$, through examples we illustrate this is not the case in more general contexts. In particular, we study weights for which the maximal operator is bounded on the corresponding $L^p$ spaces while the Hilbert transform is not. We focus on weights which take the value zero on sets of nonzero measure and exploit this lack of strict positivity in our constructions. These types of weights and techniques have been explored previously by the first author and independently with C. Thiele.

1. Introduction

Characterizing boundedness of singular integral operators in the two-weight setting has proven to be a very delicate problem even for the particular instance of the Hilbert transform. Of the different aspects of this active subject, we are interested in the joint boundedness of the Hardy-Littlewood maximal operator and the Hilbert transform for a certain pair of weights. Nazarov, Treil and Volberg characterize the two-weight boundedness of the family formed by two maximal operators and the Hilbert transform, \cite{Nazarov}. Our goal is to show that once we consider the two families independently, there is no correlation between boundedness of one or the other. For other aspects of the subject we refer the reader to the work of Lacey, Sawyer and Uriarte-Tuero \cite{Lacey} and Cruz-Uribe, Martell and Pérez \cite{Cruz}.

For the Muckenhoupt one-weight setting, the continuity of the Hilbert transform $H$ and Hardy-Littlewood maximal function $M$ are equivalent. Namely, for $w$ a weight in the Muckenhoupt $A_p$ class, with $1 < p < \infty$, we have $H : L^p(w) \rightarrow L^p(w)$ iff $M : L^p(w) \rightarrow L^p(w)$. It is important to mention that weights in the $A_p$ class satisfy $w > 0$ a.e. and this property is crucial, as we will see later. In \cite{Cruz}, the authors state a conjecture attributed to Muckenhoupt and Wheeden that suggests a subtle but positive relationship between $M$ and $H$ in the two-weight setting. We state the conjecture explicitly.
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1.1. **Conjecture** \((L^p Muckenhoupt-Wheeden)\). Let \(M\) be the Hardy-Littlewood maximal operator, \(T\) be a Calderón-Zygmund operator and let \(w\) and \(v\) be weights on \(\mathbb{R}^d\). Then

\[
M : L^p(v) \mapsto L^p(w)
\]

\[
M : L^{p'}(w^{1-p'}) \mapsto L^{p'}(v^{1-p'})
\]

if and only if

\[
T : L^p(v) \mapsto L^p(w).
\]

For precise definitions of Maximal and Hilbert we refer the reader to (2.1) and (2.2) respectively.

Even in the one-weight setting, if we allow ourselves to go outside the Muckenhoupt \(A_p\) class (one should be careful with the way of defining \(L^p(w)\) when the weight is compactly supported), we will find examples of weights \(w\) for which the Hardy-Littlewood maximal \(M\) is bounded but the Hilbert transform \(H\) is not. The main results presented in the paper are listed below.

1.5. **Theorem.** Let \(1 < p < \infty\). There exists a nontrivial weight \(u\) for which the Hardy-Littlewood maximal operator \(M\) is bounded from \(L^p(u)\) to \(L^p(u)\) but the Hilbert transform \(H\) is unbounded from \(L^p(u)\) to \(L^p(u)\).

1.6. **Theorem.** Let \(1 < p < \infty\) and let \(p'\) be the dual exponent, \(\frac{1}{p} + \frac{1}{p'} = 1\).

There exist nontrivial weights \(w\) and \(v = \left(\frac{Mw}{w}\right)^p w\) for which the Hardy-Littlewood maximal operator satisfies

\[
M : L^p\left(\frac{Mw}{w}\right)^p w \mapsto L^p(w)
\]

\[
M : L^{p'}(w^{1-p'}) \mapsto L^{p'}\left(\frac{w}{(Mw)^{p'}}\right)
\]

but the Hilbert transform \(H\) is unbounded from \(L^p\left(\frac{Mw}{w}\right)^p w\) to \(L^p(w)\).

1.9. **Theorem.** There exist weights \(\gamma\) and \(\lambda\) such that

\[
M(\gamma) : L^2(\gamma) \not\to L^2(\lambda),
\]

\[
H(\gamma) : L^2(\gamma) \to L^2(\lambda).
\]

For the proof of Theorems 1.6 and 1.5 we will be using the ideas of Reguera [18] and Reguera-Thiele [19]. In these papers the authors present examples of measures that can avoid the cancellation properties of singular integrals, providing negative answers to the expected behaviour of some dyadic operators and the Hilbert transform at the endpoint \(p = 1\). More precisely they prove that the inequality below, also known as the Muckenhoupt-Wheeden Conjecture, is false for a dyadic operator and for the Hilbert transform respectively:

\[
sup_{t>0} tw\{x \in \mathbb{R} : |Tf(x)| > t\} \lesssim \int_\mathbb{R} |f|Mw(x)dx.
\]

But the endpoint estimate is a delicate one. Let us recall that a weight \(w\) is in \(A_1\) if there exist constants \(C\) such that \(Mw(x) \leq Cw(x)\) a.e.; the infimum of such constants \(C\) is denoted by \(\|w\|_{A_1}\). The subsequent work of Nazarov, Reznikov, Vasuynin and Volberg [15] shows that there exists a weight \(w\) in \(A_1\) such that the
Hilbert transform, $H$, fails to follow the expected sharp estimate (1.13):

\[
\sup_{t>0} t w\{x \in \mathbb{R} : |Tf(x)| > t\} \lesssim \|w\|_{A_1} \int_{\mathbb{R}} |f| w(x) dx.
\]

An explicit construction of the $A_1$ weight $w$ that violates (1.13) has not been provided yet.

Further, we wish to emphasize that the weights constructed in [18,19] fail to be $A_p$ weights. Indeed, the aforementioned weights are differentiated from those in the $A_p$ classes by their compact support and absence of a doubling property. In Theorem [1.9] we provide an example where the necessary direction in the Muckenhoupt-Wheeden Conjecture [1.1] is not satisfied. As a result, we conclude that there is no a priori relationship between the Hilbert transform $H$ and the maximal operator $M$ in the two-weight setting.

The paper is organized as follows: in Section 2 we define some of the concepts and needed background. Section 3 describes the construction of measures $w_k$ from [19]. Section 4 describes the proof of Theorem [1.5]. Section 5 contains the discussion of the examples in the two-weight setting that disprove sufficiency, i.e. Theorem [1.6]. Section 6 contains the construction of the measures in [13] and the proof of Theorem [1.9].

2. Initial Concepts

The space we will be working on is $\mathbb{R}$. A weight $w$ is a nonnegative locally integrable function. Throughout the paper $1_E$ will be the characteristic function associated to the set $E \subset \mathbb{R}$. The numbers $p,p'$ will satisfy $1 < p, p' < \infty$ and $\frac{1}{p} + \frac{1}{p'} = 1$. Throughout the paper we will use the same symbol for a measure $w$ and its Lebesgue density.

In the sequel when referring to $M$ we will mean the Hardy-Littlewood maximal function, i.e., for $f \in L^1_{loc}(\mathbb{R})$,

\[
Mf(x) = \sup_{Q \text{ cube}} \frac{1}{|Q|} \int_Q f(y) dy.
\]

We will also consider the Hilbert transform,

\[
Hf(x) = \text{p.v.} \int_{\mathbb{R}} \frac{f(y)}{y-x} dy.
\]

When looking at two-weight inequalities, we use a different formulation. For $w,v$, two positive Borel measures, the statements below, first introduced by E. Sawyer in [20], are equivalent. (2.4) and (2.5) represent the self-dual form for two-weight inequalities, and we will use them frequently throughout the paper:

\[
\|Tf\|_{L^p(w)} \leq C \|f\|_{L^p(v)},
\]

\[
\|T(f\sigma)\|_{L^p(w)} \leq C \|f\|_{L^p(\sigma)}, \quad \sigma = v^{1-p'}1_{\text{supp}(v)},
\]

\[
\|T^*(fw)\|_{L^{p'}(\sigma)} \leq C \|f\|_{L^{p'}(w)}.
\]

A characterization for the boundedness of the Hardy-Littlewood maximal operator in the two-weight setting was described by Sawyer in [20]. Let us recall the main result in [20]:
2.6. **Theorem.** Let \( w \) and \( v \) be weights, and let \( \sigma \) be the dual weight of \( v \), i.e., \( \sigma = v^{1-p'} \). Then \( M \) is bounded from \( L^p(v) \) to \( L^p(w) \) if and only if the following inequality holds:

\[
\int_Q |M(\sigma 1_Q)|^p \leq C\sigma(Q) \quad \text{for all } Q \text{ cubes}
\]
and it is uniform on cubes.

3. **Construction of weights \( w_k \)**

The construction of measures that exploit lack of cancellation of singular integral operators appears in the work of Reguera [18], followed by the simplified construction in Reguera-Thiele’s paper [19]. The measures are supported in residual intervals \( I(J) \) associated to a Cantor-type construction. The \( I(J) \) are selected as intervals on which the Hilbert transform avoids cancellations, and this property is preserved in subsequent steps of the construction by holding the total measure of the neighbouring intervals constant and choosing an appropriate location for \( I(J) \).

It is the Reguera-Thiele construction that we present in this paper. For the sake of completeness, we will write the steps of such a construction below. We consider triadic intervals, \( \mathcal{T} = \{[3^j n, 3^j (n + 1)) : n, j \in \mathbb{Z} \} \). Given an interval \( I = [a, b) \), we use the notation \( \text{rep} := b \) and \( \text{lep} := a \) for the boundary points of the interval. We also denote by \( I^m \) the triadic child of \( I \) which contains the center of \( I \). For a fixed integer \( k \), we define \( K_0 \) to be \( \{0, 1\} \) and recursively for \( i \geq 1 \):

\[
J_i := \{K^m : K \in K_{i-1}\},
\]

\[
K_i := \{K : K \in \mathcal{T}, \ |K| = 3^{-ik}, \ K \subset \bigcup_{J \in J_i} J\}.
\]

We define \( J := \bigcup_{i \geq 1} J_i \) and we use \( \{\epsilon(J)\}_{J \in J} \) to denote a collection of appropriately chosen signs indexed by \( J \). In particular, the value of each \( \epsilon(J) \) is selected depending on the values \( \epsilon(J') \) with \( |J'| > |J| \); the exact choice is determined in the proof of Lemma 3.1 below. For a detailed explanation we refer the reader to [19]. Notice that for each \( J \in J \) there is an \( i \) such that \( J = K^m \) with \( K \in K_i \). Consequently, we may define the residual interval associated to \( J \), denoted \( I(J) \), to satisfy the following:

1. \( |I| = 3^{-(i+1)k} \),
2. \( \text{rep}(I(J)) = \text{lep}(J) \) if \( \epsilon(J) = 1 \),
3. \( \text{lep}(I(J)) = \text{rep}(J) \) if \( \epsilon(J) = -1 \).

We also mention in passing a useful property of \( I(J) \): namely, \( I(J) \) has the same length as the intervals \( K \) in the next generation \( K_{i+1} \).

Now we define a sequence of absolutely continuous measures on \([0, 1] \). Let \( w_k^0 \) be the uniform measure on \([0, 1]^m \cup I([0, 1]^m) \) with total mass 1 and recursively define the measure \( w_k^i \) by the following properties: it coincides with \( w_k^{i-1} \) on the complement of \( \bigcup_{K \in K_i} K \), for \( K \in K_i \) we have \( w_k^i(K) = w_k^{i-1}(K) \), and the restriction of \( w_k^i \) to \( K \) is supported and uniformly distributed on \( K^m \cup I(K^m) \).

Let \( w_k \) be the weak limit of the sequence \( w_k^i \). Observe that \( w_k \) is supported on \( \bigcup_{J \in J} I(J) \).

3.1. **Lemma** (Reguera-Thiele). For \( K \in K_i \), \( J = K^m \) and \( k \geq 3000 \) we have

\[
|H w_k(x)| \geq (k/3) w_k(x), \quad x \in I(J)^m.
\]
For the proof of this lemma we refer the reader to [19]. We can also prove

\begin{equation}
Mw_k(x) \leq 13w_k(x), \quad x \in I(J).
\end{equation}

There exists a proof of this fact in [19] for \(x \in I(J)^m\) with a smaller constant. For the proof of (3.3) fix \(x \in I(J)\) and consider an interval \(I\), not necessarily triadic, such that \(x \in I\). If \(I \subset I(J)\), then

\[
\frac{w_k(I)}{|I|} = \frac{w_k(I(J))}{|I(J)|} = w_k(x),
\]

and that is enough. Suppose \(I \not\subset I(J)\) and consider the family \(\mathcal{L}\) of intervals \(L\) such that \(L \cap I(J) \neq \emptyset\) and \(|L| = |I(J)|\). We will distinguish two cases.

1. Suppose \(|I| \geq \frac{|I(J)|}{6}\). Then

\[
\begin{align*}
\frac{w_k(I)}{|I|} &\leq \frac{\sum_{L \in \mathcal{L}} w_k(L)}{|I|} \\
&\leq 13\frac{\sum_{L \in \mathcal{L}} w_k(I(J))}{|I(J)|} \\
&\leq 13\frac{w_k(I(J))}{|I(J)|},
\end{align*}
\]

where we have used the fact that \(\sum_{L \in \mathcal{L}} |L| \leq |I| + 2|I(J)| \leq 13|I|\).

2. Suppose now that \(|I| < \frac{|I(J)|}{6}\). Then it is easy to see that \(w(I \cap I(J)^c) = 0\). Therefore

\[
\begin{align*}
\frac{w_k(I)}{|I|} = \frac{w_k(I \cap I(J))}{|I|} = w_k(x) \frac{|I \cap I(J)|}{|I|} \leq w_k(x).
\end{align*}
\]

The proof of (3.3) is concluded.

4. **One-weight case: Proof of Theorem 1.5**

First of all, for a weight \(w\) that is compactly supported, we will understand \(L^p(w)\) to be the set of functions that are supported on the support of \(w\) and satisfy the corresponding \(L^p\) bounds. Next we prove that there exists a weight \(u\), for which \(H\) does not map \(L^p(u)\) into \(L^p(u)\) but the Hardy-Littlewood maximal operator does.
4.1. **Unboundedness of the Hilbert transform.** The main result of this subsection is encoded in the following proposition.

4.1. **Proposition.** For each sufficiently large integer \( k > 0 \), there exists a nontrivial weight \( u_k \) and a function \( f_k \), \( f_k \in L^p(u_k) \) such that

\[
\|H(f_k)\|_{L^p(u_k)} \geq \frac{1}{3^{p+1}} k^p \|f_k\|_{L^p(u_k)}.
\]

**Proof.** Letting \( w_k \) be as in Section 3, we define \( u_k = w_k^{1-p} \) and \( f_k = w_k \). Using the estimate (3.2), we can conclude that

\[
\int |H(w_k)|^p w_k^{1-p}(x)dx = \sum_{J \in \mathcal{J}} \int_{I(J)} |H(w_k)|^p w_k^{1-p}(x)dx \\
\geq \sum_{J \in \mathcal{J}} \int_{I(J)^m} |H(w_k)|^p w_k^{1-p}(x)dx \\
\geq \sum_{J \in \mathcal{J}} \left( \frac{k}{3} \right)^p \int_{I(J)^m} w_k(x)dx \\
\geq \left( \frac{k}{3} \right)^p \frac{1}{3} w_k([0,1]) = \left( \frac{k}{3} \right)^p \frac{1}{3} \|w_k\|^p_{L^p(u_k)}.
\]

\[\square\]

The proof of unboundedness of the Hilbert transform as stated in Theorem 1.5 will require a gliding hump argument. Consider the weight \( w = \sum_{k=1}^{\infty} \frac{1}{k^\epsilon} 1_{[3^k,3^{k+1})} \) with \( 1/p < \epsilon < 1 \). Then consider \( u = w^{1-p} \) and \( f = gw \). It is easy to see that \( f \in L^p(u) \). We claim that

\[(4.2) \quad \|Hf\|_{L^p(u)} = \infty.\]

**Proof of (4.2).**

\[
\|Hf\|_{L^p(u)}^p = \sum_k \int_{[3^k,3^{k+1})} \left| \frac{1}{k^\epsilon} H(w_k(\cdot - 3^k)) \right|^p dx + \sum_{n:n \neq k} \frac{1}{n^\epsilon} H(w_n(\cdot - 3^n)) \left| w_k^{1-p}(x - 3^k) \right|^p dx \\
\geq \frac{1}{2} \sum_k \int_{[3^k,3^{k+1})} \left| \frac{1}{k^\epsilon} H(w_k(\cdot - 3^k))(x) \right|^p w_k^{1-p}(x - 3^k)dx \\
= \frac{1}{2} \sum_k \int_{[0,1)} \left| \frac{1}{k^\epsilon} H(w_k)(x) \right|^p w_k^{1-p}(x)dx \\
\geq \frac{1}{3^{p+1}} \sum_k \left( \frac{k}{k^\epsilon} \right)^p = \infty,
\]

where we have used that \( H \) is translation invariant, the estimate from Proposition 4.1 and the fact that \( \epsilon < 1 \). \( \square \)
4.2. **Boundedness of the maximal function.** In this subsection we will consider boundedness of the maximal function for the weight \( u = w_1^{1-p} \), where \( w = \sum_{k \geq 1} w_k (-3^k) \) was considered in the previous subsection. We first need to establish the following proposition.

4.3. **Proposition.** Let \( 1 < p < \infty \). For \( M \), the Hardy-Littlewood maximal operator, and \( u_k \) the weights considered in Proposition 4.1, we have

\[
M : L^p(u_k) \to L^p(u_k),
\]
with norm independent of \( k \).

**Proof.** Let \( u_k \) be the weight from Proposition 4.1. Using Sawyer’s characterization, it is enough to check the testing condition (2.7) for any interval \( Q \). The estimate for the maximal function (3.3) allows us to prove the desired testing condition:

\[
\int_Q |M(w_k1_Q)|^p (x) w_k^{1-p}(x) dx = \sum_{j \in J} \int_{I(j) \cap Q} |M(w_k1_Q)|^p (x) w_k^{1-p}(x) dx \\
\leq 13^p \sum_{j \in J} \int_{I(j) \cap Q} w_k(x) dx \\
\leq 13^p w_k(Q),
\]
which implies the desired conclusion. \( \square \)

In order to conclude the proof of Theorem 1.5, we need to prove \( M(w) : L^p(w) \to L^p(w^{1-p}) \) for \( w = \sum_{k=1}^{\infty} w_k (x - 3^k) \). Once again we use the characterization provided by Sawyer to reduce the problem to checking (2.7) for \( Q \) a fixed interval:

\[
\|1_Q M(w1_Q)\|_{L^p(w^{1-p})}^p = \sum_{k \geq 1} \int_{Q \cap [3^k, 3^{k+1}]} |M(w1_Q)|^p (x) w_k^{1-p}(x - 3^k) dx \\
\leq \sum_{k \geq 1} \int_{(Q - 3^k) \cap [0, 1)} |M(w)|^p (x + 3^k) w_k^{1-p}(x) dx \\
\leq C \sum_{k \geq 1} \int_{(Q - 3^k) \cap [0, 1)} |M(w_k)|^p (x) w_k^{1-p}(x) dx \\
\leq 13^p \sum_{k \geq 1} w((Q - 3^k) \cap [0, 1)) \leq 13^p w(Q).
\]

In the previous inequalities, we have used Proposition 4.3 and the fact that \( Mw(x + 3^k) \approx Mw_k(x) \) when \( x \in \text{supp}(w_k) \subset [0, 1) \). This concludes the proof of Theorem 1.5.

5. **Sufficiency in the two-weight case: Proof of Theorem 1.6**

In this section we consider the weights \( w_k \) from Section 3 and \( v_k = \left( \frac{Mw_k}{w_k} \right)^p w_k \). We will also need the dual weight of \( v_k \), \( \sigma_k = v_k^{1-p'} = \frac{w_k}{(Mw_k)^{p'}} \). The proof of Theorem 1.6 is divided into two subsections: in the first one we prove unboundedness of the Hilbert transform; in the second one, we include the proof of boundedness of the maximal operator in both directions. In order to show a complete proof of Theorem 1.6 one would need to use gliding hump arguments analogous to the ones used in the previous section. We leave the details to the reader.
5.1. **Unboundedness of the Hilbert Transform.** We describe the main result of this subsection in the proposition below.

5.1. **Proposition.** Let $1 < p < \infty$ and let $p'$ be its dual exponent. For each sufficiently large integer $k > 0$, there exist nontrivial weights $w_k$ and $\sigma_k$ on the real line such that

$$\|H(w_k1_{[0,1)})\|_{L^{p'}(\sigma_k)} \geq \frac{k^{p'}1}{321^{p'}}\|1_{[0,1]}\|_{L^{p'}(w_k)}.$$  

5.3. **Remark.** To prove unboundedness of the Hilbert transform it is enough to provide a counterexample to the dual inequality (2.5). Proposition 5.1 provides the desired result.

5.4. **Remark.** The case $p = 2$ was already proven by Reguera and Thiele in [19]. The proposition extends the result for every $1 < p < \infty$.

Proof. Let us choose the weight $w_k$ as in Section 3 and $\sigma_k = \frac{w_k}{(Mw_k)^{p'}}$. To complete this proof we will use the estimates obtained in Lemma 3.1:

$$\int_{[0,1)} |H(w_k1_{[0,1]})|^p' \sigma_k dx = \sum_{J \in \mathcal{J}} \int_{I(J)} |H(w_k1_{[0,1]})|^p' \sigma_k dx$$

$$\geq \sum_{J \in \mathcal{J}} \int_{I(J)^m} |H(w_k1_{[0,1]})|^p' \sigma_k dx$$

$$\geq \sum_{J \in \mathcal{J}} \frac{k^{p'}}{21^{p'}} \int_{I(J)^m} w_k(x) dx$$

$$\geq \frac{k^{p'}}{21^{p'}} \frac{1}{3} w_k([0,1)).$$

\[ \square \]

5.2. **Boundedness of the maximal function.** We devote this subsection to proving the following proposition:

5.5. **Proposition.** If $M$ is the Hardy-Littlewood maximal operator, $1 < p < \infty$ and $w$ is a weight, then we have

$$M : L^p(v) \mapsto L^p(w),$$

$$M : L^{p'}(w^{1-p'}) \mapsto L^{p'}(\sigma),$$

with $v = \left(\frac{Mw}{w}\right)^{p'} w$ and $\sigma = v^{1-p'}$.

Prior to proving Proposition 5.5, we introduce a lemma and some attendant notation. Let $D$ be the usual dyadic grid in $\mathbb{R}$, namely $D = \{ [2^jm, 2^j(m+1)) : m, j \in \mathbb{Z} \}$ and let $D_{shift}$ denote the shifted dyadic grid of Michael Christ, i.e.

$$D_{shift} = \{ 2^j \left([n, n+1) + (-1)^j3^{-1}\right) : n, j \in \mathbb{Z} \}.$$  

For $f \in L^1_{loc}(\mathbb{R})$, we define

$$\mathcal{M}f(x) = \sup_{I \in D} \frac{1}{|I|} \int_I |f(y)| dy.$$  

Equivalently we can define $\mathcal{M}_{shift}f$, where the supremum is taken over intervals in $D_{shift}$. Then we have
5.8. Lemma. For any finite interval $I$, there exists an interval $I_d \subset D \cup D_{\text{shift}}$ such that $I \subset I_d$ and $|I| \approx |I_d|$. As a consequence, for a function $f \in L^1_{\text{loc}}(\mathbb{R})$, the following inequality holds:

$$Mf(x) \lesssim Mf(x) + M_{\text{shift}}f(x). \quad (5.9)$$

For a proof of this lemma we refer the reader to [1].

With Lemma 5.8 in hand, we now proceed to the proof of Proposition 5.5.

Proof. The proof of (5.6) follows from an extrapolation argument of D. Cruz-Uribe and C. Pérez [4], so we only need to consider (5.7). Instead of proving (5.7) directly, by (2.4) we may verify the following equivalent expression:

$$M(\cdot w) : L^p(w) \rightarrow L^p(\sigma) \quad (5.10)$$

holds. Consideration of Lemma 5.8 implies it is sufficient to demonstrate (5.10) for an arbitrary dyadic linearization of the maximal function; i.e., we need to show that

$$L(\cdot w) : L^p'(w) \mapsto L^p'(\sigma) \quad (5.11)$$

with $L$ a linearization of the maximal function. To this end, let

$$L(fw)(x) = \sum_{I \in G} E_I(fw)1_{E(I)}(x), \quad (5.12)$$

where $G = D$ or $D_{\text{shift}}$ and each $E(I)$ satisfies $E(I) \subset I$ and $E(I) \cap E(\tilde{I}) = \emptyset$ if $I \neq \tilde{I}$. Before doing any computations, we invoke Theorem 2.6, which reduces proving (5.11) to showing

$$\|1_QL(1_Qw)\|_{L^p'(\sigma)} \lesssim w(Q)\frac{1}{p'}$$

for $Q$ a dyadic subinterval of $\mathbb{R}$. Now we fix an interval $Q$ and notice that since $E(I) \cap E(Q) = \emptyset$ for $I \neq Q$,

$$\|L(1_Qw)\|_{L^{p'}(\sigma)}^{p'} = \int_Q L(1_Qw)^{p'}(x)\sigma(x)$$

$$= \int_Q \left( \sum_{I \in G} E_I(1_Qw)1_{E(I)}(x) \right)^{p'} \sigma(x)$$

$$= \sum_{I \in G} E_I(1_Qw)^{p'} \sigma(E(I) \cap Q)$$

$$= \sum_{I \in G} \left( \frac{w(I \cap Q)}{|I|} \right)^{p'} \cdot \sigma(E(I) \cap Q)$$

$$= \sum_{I \in G, I \subset Q} \left( \frac{w(I \cap Q)}{|I|} \right)^{p'} \cdot \sigma(E(I) \cap Q) + \sum_{I \in G, Q \subset I} \left( \frac{w(I \cap Q)}{|I|} \right)^{p'} \cdot \sigma(E(I) \cap Q).$$
As \( \sigma = v^{1-p'} = \left( \frac{1}{Mw(x)} \right)^{p'} w(x) \),

\[
\sigma(E(I) \cap Q) \leq w(E(I) \cap Q) \cdot \min \left\{ \left( \frac{|I|}{w(I)} \right)^{p'}, \left( \frac{|Q|}{w(Q)} \right)^{p'} \right\}.
\]

Consequently,

\[
\sum_{I \in G} \left( \frac{w(I \cap Q)}{|I|} \right)^{p'} \sigma(E(I) \cap Q) \leq \sum_{I \in G} \left( \frac{w(I)}{|I|} \right)^{p'} \left( \frac{|I|}{w(I)} \right)^{p'} w(E(I) \cap Q)
\]

\[
= \sum_{I \in G} w(E(I) \cap Q)
\]

\[
\leq w(Q)
\]

and

\[
\sum_{I \in G} \left( \frac{w(I \cap Q)}{|I|} \right)^{p'} \sigma(E(I) \cap Q) \leq \sum_{Q \subset I} \left( \frac{w(Q)}{|I|} \right)^{p'} \left( \frac{|Q|}{w(Q)} \right)^{p'} w(E(I) \cap Q)
\]

\[
\leq w(Q)|Q|^{p'} \sum_{I \in G} \frac{1}{|I|^{p'}}
\]

\[
\leq 2w(Q).
\]

Thus,

\[
\int_Q L(1_Q w)^{p'}(x) \sigma(x) \leq 3w(Q),
\]

which implies the desired result and completes the proof of Proposition 5.5. \( \square \)

Now, by taking Proposition 5.1 and Proposition 5.5 in concert, and by considering a gliding hump argument such as the one discussed in Section 4, we immediately obtain Theorem 1.6.

6. Necessity in the two-weight case: Proof of Theorem 1.9

In this section, we emphasize the disparity between the Hilbert transform and the maximal function by presenting a pair of measures \( \lambda \) and \( \gamma \) for which the Hilbert transform acts continuously while the maximal function is unbounded. The measures which we will use are due to Lacey, Sawyer, and Uriarte-Tuero [13], and we begin by briefly describing their construction. In the interest of clarity we introduce \( \gamma \) and some attendant notation by describing the Cantor set’s construction. We let \( I_0^1 = [0, 1] \) and for \( 1 \leq r \) we let \( \{ I_r^l \}_{l=1}^{2^r} \) denote the \( 2^r \) closed intervals (ordered left to right) which remain during the \( r \)th stage of the Cantor set’s construction; in particular, we have \( I_1^1 = [0, \frac{1}{3}] \) and \( I_1^2 = [\frac{2}{3}, 1] \), \( I_2^1 = [0, \frac{1}{9}] \), \( I_2^2 = [\frac{2}{9}, \frac{4}{9}] \), \( I_2^3 = [\frac{5}{9}, \frac{7}{9}] \), \( I_2^4 = [\frac{8}{9}, 1] \), etc. For each \( I_r^l \), the corresponding open middle third interval which is removed during the \( r+1 \) stage of construction will be denoted by \( G_r^l = (a_r^l, b_r^l) \);
so, we have $G_0 = \left( \frac{7}{3}, 3 \right)$, $G_1 = \left( \frac{1}{3}, \frac{9}{5} \right)$, $G_2 = \left( \frac{7}{9}, \frac{8}{9} \right)$, etc. Further, we denote the Cantor set by $E = \bigcap_{r=1}^{\infty} \bigcup_{j=1}^{2^r} I_j^r$. The measure $\gamma$ is the Cantor measure, the unique probability measure on $[0, 1]$ which satisfies $\gamma(I_j^r) = 2^{-r}$ for all $r \geq 0$ and $1 \leq l \leq 2^r$.

At this point, we would like to describe the measure $\lambda$. However, prior to doing so, we introduce a lemma which lists important properties of $H(\gamma)$ discussed in [13]:

6.1. **Lemma.** For any $l, r \in \mathbb{N},$

i. $H(\gamma)(x)$ is decreasing monotonically on $G_r^l$.

ii. $H(\gamma)(x)$ approaches infinity as $x$ approaches $a_r^l$.

iii. $H(\gamma)(x)$ approaches negative infinity as $x$ approaches $b_r^l$.

By Lemma 6.1, for each $r \in \mathbb{N}$ and $1 \leq l \leq 2^r$, there is a point $\zeta^r_l \in G_r^l$ which satisfies $H(\gamma)(\zeta^r_l) = 0$. We define

$$\lambda(x) = \sum_{r=0}^{\infty} \sum_{l=1}^{2^r} \delta_{\zeta^r_l}(x)p^r_l,$$

where $p^r_l = \left( \frac{3}{2} \right)^r$ for $r \in \mathbb{N}$ and $1 \leq l \leq 2^r$. With $\lambda$ and $\gamma$ defined, we may now proceed to the proof of Theorem 1.9.

**Proof of Theorem 1.9** The verification of 1.11 is shown in [13], so we need only consider (1.10). We will show for $r \in \mathbb{N}$ and $l = 1$ that $\int_{I_r^l} M(1_{I_r^l}) \gamma(x)^2 d\lambda(x)$ is unbounded. Fix $r \in \mathbb{N}$ and define a collection of sets $\{G_t\}_{t \in \mathbb{N}}$ in the following way: $G_0 = G_1^r$ and $G_t = \bigcup_{s=1}^{2^{4t}} G_{s+4}^r$ for $1 \leq t$. Then we have

$$\int_{I_r^l} M(1_{I_r^l}) \gamma(x)^2 d\lambda(x) \geq \sum_{i=0}^{\infty} \sum_{s=1}^{2^{4t}} \int_{G_{s+4}^r} M(1_{I_r^l}) \gamma(x)^2 d\lambda(x).$$

(6.2)

But,

$$M(1_{I_r^l})(\zeta_{s+4}^r) = \sup_{I \supset \zeta_{s+4}^r} \frac{1}{|I|} \int_{I \cap I_r^l} d\gamma(y)$$

$$\geq \frac{1}{|I_{s+4}^r|} \int_{I_{s+4}^r} d\gamma(y)$$

$$= \left( \frac{3}{2} \right)^{r-4t}$$

for $t \in \mathbb{N}$ and $1 \leq s \leq 2^{4t}$. Hence, we obtain
\[ (6.2) \geq \sum_{i=0}^{\infty} \sum_{s=0}^{2^4i} \int_{G^{r+4i}} \left( \frac{3}{2} \right)^{2r+8i} d\lambda(x) \]
\[ \geq \sum_{i=0}^{\infty} \sum_{s=1}^{2^4i} p_s^{r+4i} \left( \frac{3}{2} \right)^{2r+8i} \]
\[ = \sum_{i=0}^{\infty} \sum_{s=1}^{2^4i} \left( \frac{2}{9} \right)^{r+4i} \left( \frac{3}{2} \right)^{2r+8i} \]
\[ = \sum_{i=1}^{\infty} 2^{-r} \]
\[ = \infty. \]

Immediately, we have that \[ \int_{I_1} M(1_{I_1}^\gamma)(x)^2 d\lambda(x) \] is unbounded, which completes the proof. \[ \square \]
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