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ABSTRACT. One of the most interesting open problems concerning the Skyrme model of nuclear physics is the regularity of its solutions. In this article, we study 2 + 1 dimensional equivariant Skyrme maps, for which we prove, using the method of multipliers, that the energy does not concentrate. This is one of the important steps towards a global regularity theory.

1. INTRODUCTION

The nonlinear $\sigma$-model of quantum field theory is given by the Lagrangian

$\quad L_{\sigma} = -\frac{1}{2} S_{\mu}^{\mu}, \quad$ where $\quad S_{\mu\nu} = g_{AB} \partial_{\mu} U^{A} \partial_{\nu} U^{B}$

is the pulled-back metric corresponding to $U : M \rightarrow N$, a map from a spacetime $(M, m_{\mu\nu})$ to a complete Riemannian manifold $(N, g_{AB})$. The critical points for this Lagrangian, also called harmonic maps or wave maps (depending on whether $m$ is a Riemannian or Lorentzian metric), have been a major research theme in the general area of partial differential equations for many years (see the excellent surveys [7] for harmonic maps and [21], [2], and [8] for wave maps).

For the purposes of this article, we restrict our discussion only to wave maps, with $(M, m) = (\mathbb{R}^{n+1}, \text{diag}(-1,1,\ldots,1))$, which have a priori a conserved energy,

$\quad E(U) = \frac{1}{2} \int_{\mathbb{R}^{n}} |U_t|^2 g + |\nabla_x U|^2 g \, dx.$

The case when $n = 3$ and $N = S^3 \subset \mathbb{R}^4$ is referred to by the physicists as the classical nonlinear $\sigma$-model ([5], [4], [6]), describing the interactions between nucleons and pions. For finite energy wave maps, one can naturally associate to them a winding number

$\quad Q = \frac{1}{2\pi^2} \int_{\mathbb{R}^3} \det(U, \partial_1 U, \partial_2 U, \partial_3 U) \, dx.$

The constant in front of the integral is chosen such that $Q$ takes integer values. As the energy, this is also a conserved quantity (or topological charge in physical terminology), and it was Tony Skyrme’s revolutionary idea which saw it as nothing but the baryon number of the nucleus, making it the first example of a topological soliton.
From the mathematical point of view, one of the fundamental questions related to wave maps is their global regularity, of particular interest being the classical model and the one corresponding to $n = 2$ and $N = S^2 \subset \mathbb{R}^3$. For the former, Shatah [16] showed that singularities form in finite time, even for smooth initial data, which is in accord with the physical intuition that, due to the attractive nature of the forces between pions, finite energy initial configurations of topological charge equal to one would shrink to a point, leading to a singularity formation. The $2+1$ dimensional case proved much more challenging, and the same result was obtained only recently (e.g., [9], [15], and [14]).

Another major contribution of Skyrme is his unifying model for mesons and baryons ([18], [19], [20]), which is a generalization of the classical model, with

\begin{equation}
L_S = L_\sigma + \frac{\alpha^2}{4} (S^\mu_\nu S^\mu_\nu - S^\mu_\mu S^\nu_\nu),
\end{equation}

where $\alpha$ is a constant having the dimension of length. This theory is meant to fix the shortcomings of the classical model pointed out by Shatah; it has stable topological solitons, also called skyrmions. Therefore, the mathematical expectation with respect to the Euler-Lagrange equations associated to (4) is that finite energy initial data evolve into global smooth solutions (numerical evidence supporting this claim can be found in [1]). This is one of the most interesting open problems concerning the Skyrme model, which also includes questions concerning energy splitting and the asymptotic stability of the skyrmions. For more details, we refer the reader to [13] and the references therein.

The dynamics of the Skyrme model is described by a system of quasilinear wave equations, which is far more complex to study than the semilinear wave maps system. Perhaps this is one of the reasons why currently known results concerning its global regularity exist only for the equivariant case [11] and [3].

In this article, we take the first step towards proving global regularity for a Skyrme theory in $2+1$ dimensions (with $N = S^2 \subset \mathbb{R}^3$), which, in order to be Lorentz invariant and to have stable soliton-like solutions, needs an additional potential term in (4):

\begin{equation}
\tilde{L}_S = L_S - V(U).
\end{equation}

The choices for $V$ vary in the literature, e.g., $V(U) = \lambda^2 (1 - n \cdot U)$ [10] or $V(U) = \lambda^2 (1 - n \cdot U)^2$ [12], where $\lambda$ is a coupling constant having the inverse dimension of length and $n = (0, 0, 1)$ is the north pole of $S^2$. However, the physical insight says that in what concerns the short-distance behavior (e.g., the development of singularities), the presence/absence of this new term is irrelevant, which is shown precisely later in Remark 2.7. This is why we decide to ignore the potential and work with the original Skyrme Lagrangian (4).

In line with the results for the $3+1$ dimensional problem, we choose to study equivariant critical maps of winding number 1 associated to $L_S$, i.e.,

\begin{equation}
U(t, r, \omega) = (u(t, r), \omega), \quad u(t, 0) = 0, \quad u(t, \infty) = \pi,
\end{equation}
where \( u \) is the longitudinal angle and \((r, \omega)\) are the polar coordinates on \( \mathbb{R}^2 \). The Euler-Lagrange equations yield the following quasilinear wave equation for \( u \):

\[
\left( 1 + \frac{\alpha^2 \sin^2 u}{r^2} \right) (u_{tt} - u_{rr}) - \left( 1 - \frac{\alpha^2 \sin^2 u}{r^2} \right) \frac{u_r}{r} + \frac{\sin 2u}{2r^2} \left[ \alpha^2 (u_t^2 - u_r^2) + 1 \right] = 0.
\]

A formal calculus shows that the conserved energy norm is given by

\[
\mathcal{E}[u](t) = \int_0^\infty \left[ \left( 1 + \frac{\alpha^2 \sin^2 u}{r^2} \right) \frac{u_t^2 + u_r^2}{2} + \frac{\sin^2 u}{2r^2} \right] r dr.
\]

We stress here that we are after a large data theory, for which the usual strategy is to combine a small data global well-posedness result with an argument that rules out energy concentration. In this article we achieve the latter, which is the more involved and nonstandard part of the proof, while the well-posedness component will be addressed in a forthcoming paper.

\[\text{2. Preliminaries}\]

Our main equation (6) is only at first glance quasilinear, as one can divide by the coefficient of the leading term, which is nondegenerate, and obtain a 1 + 1 dimensional semilinear wave equation, for which the short-time existence of smooth solutions is, by now, standard. Moreover, from the radial symmetry, it is clear that if (6) develops a singularity, this has to appear at \( r = 0 \).

Therefore, as the equation is reversible in time and it is invariant under time translations, we can assume, without any loss of generality, that our solution starts at time \( t = T_0 > 0 \) and the origin \((t, r) = (0, 0)\) is the first possible blow-up point. Using a finite speed of propagation argument, we can thus prescribe initial data at \( t = T_0 \) and \( r \leq T_0 \) and solve (6) backward in time in

\[\Omega = \{(t, r) | 0 < t \leq T_0, r \leq t\} \]

The local theory allows us also to assume that \( u \) is smooth in \( \Omega \). Under these conditions, our main result can be formulated as follows:

**Theorem 2.1.** If \( u \) is a smooth solution of (6) in \( \Omega \), then its energy does not concentrate at the origin, i.e.,

\[
\lim_{T \to 0^+} \int_0^T \left[ \left( 1 + \frac{\alpha^2 \sin^2 u}{r^2} \right) \frac{u_t^2 + u_r^2}{2} + \frac{\sin^2 u}{2r^2} \right] r dr = 0.
\]

Our energy analysis is mainly done on forward truncated cones, their mantels, and their spacelike sections, denoted by

\[
K(t_1, t_2) := \{(t, r) | t_1 \leq t \leq t_2, 0 \leq r \leq t\},
\]

\[
C(t_1, t_2) := \{(s, s) | t_1 \leq s \leq t_2\},
\]

\[
\Sigma(t_1) := \{(t_1, r) | 0 \leq r \leq t_1\},
\]

where \( 0 < t_1 \leq t_2 \leq T_0 \). For narrower sections, we use

\[
\Sigma_\lambda(t_1) := \{(t_1, r) | \lambda t_1 \leq r \leq t_1\},
\]

with \( 0 < \lambda < 1 \).
Next, we introduce the notation
\[ w := 1 + \frac{\alpha^2 \sin^2 u}{r^2}, \quad e := w \frac{u_t^2 + u_r^2}{2} + \frac{\sin^2 u}{2r^2}, \quad m := w u_t u_r, \]
where \( e \) and \( m \) are also called the energy density, respectively the momentum density. We can record our first proposition.

**Proposition 2.2.** Classical solutions of (6) satisfy the following two differential identities:

\[ \partial_t \left( r [a e + b m + c \omega h(u)u_t] \right) - \partial_r \left( r \left[ a m + b \left( e - \frac{\sin^2 u}{r^2} \right) + c \omega h(u)u_r \right] \right) \]
\[ = r \left\{ (A + B) \frac{u_t^2}{2} + (A - B) \frac{u_r^2}{2} + (b_t - a_r)m + \left( a_t + b_r - \frac{b}{r} \right) \sin^2 \frac{u}{2r^2} \right\} \]
\[ - c \frac{h(u) \sin 2u}{2r^2} + w h(u)(c_t u_t - c_r u_r) \}

where
\[ a = a(t, r), \quad b = b(t, r), \quad c = c(t, r), \quad h = h(u), \]
\[ A := w(a_t - b_r), \quad B := \left( 1 - \frac{\alpha^2 \sin^2 u}{r^2} \right) \frac{b}{r} + c \left( 2wh'(u) + \frac{\alpha^2 h(u) \sin 2u}{r^2} \right), \]
and
\[ \partial_t (r u u_t) - \partial_r (r u u_r) \]
\[ = r \left\{ \left[ 1 - \frac{\alpha^2 \omega \sin^2 u}{2r^2} \right] (u_t^2 - u_r^2) + \left[ 1 - \frac{\alpha^2 \sin^2 u}{r^2} \right] \frac{uu_r}{r} - \frac{u \sin 2u}{2r^2} \right\}, \]

Proof. The first identity is obtained when we multiply our equation by \( r(u_t + bu_r + ch(u)) \) and rearrange the terms conveniently, while the second one follows by rewriting \( u_{tt} - u_{rr} \) using (6) directly. \( \square \)

For \( (a, b, c) = (1, 0, 0) \), (9) is the energy differential identity
\[ \partial_t (re) - \partial_r (rm) = 0, \]
which, integrated on \( K(t_1, t_2) \subset \Omega \), yields
\[ E(t_2) - E(t_1) = F(t_1, t_2). \]
Here
\[ E(T) = \int_{\Sigma(T)} e \quad \text{and} \quad F(S, T) = \frac{1}{\sqrt{2}} \int_{C(S, T)} e + m \]
are the energy of the time slice \( t = T \), respectively the flux between the time slices \( t = S \) and \( t = T \) for the function \( u \). Both of these quantities are positive definite, as obviously \( e \geq 0 \), while
\[ e + m = w \frac{(u_t + u_r)^2}{2} + \frac{\sin^2 u}{2r^2} \geq 0. \]
We thus obtain:

\[ \footnote{This is the motivation for the terminology associated with \( e \) and \( m \).} \]
Proposition 2.3. The energy is monotone and the flux decays to 0, i.e.,
\begin{equation}
E(t_1) \leq E(t_2) \quad \text{for} \quad 0 < t_1 \leq t_2 \leq T_0,
\end{equation}
\begin{equation}
\lim_{T \to 0^+} F(0, T) = 0.
\end{equation}

Remark 2.4. It follows immediately from (12) that
\begin{equation}
0 \leq \lim_{T \to 0^+} E(T) = l < \infty,
\end{equation}
and so, in order to prove the nonconcentration of energy, it suffices to demonstrate that \( l = 0 \).

We now have all the ingredients to show that:

Proposition 2.5. A smooth solution \( u \) for (6) in \( \Omega \) is continuous at \((0, 0)\) and
\begin{equation}
|u(t, r)| \leq C(E(T_0)) r^{1/2}, \quad (\forall) (t, r) \in \Omega, \; t \ll 1.
\end{equation}

Proof. For the functional
\[ I(z) = \int_0^z |\sin w| \, dw, \]
one has
\[ I(0) = 0, \quad |I(z)| > 0 \; (z \neq 0), \quad \lim_{|z| \to \infty} |I(z)| = \infty. \]

Using the co-rotational hypothesis (i.e., \( u(t, 0) = 0 \)), we can write
\[ I(u(t, r)) = \int_0^r \sin u(t, s) u_r(t, s) \, ds, \]
which implies, based on (12), that
\begin{equation}
|I(u(t, r))| \lesssim \left( \int_0^r s \, ds \right)^{\frac{1}{2}} \left( \int_{\Sigma(t)} \frac{\sin^2 u(t, s)}{s^2} u_r^2(t, s) \right)^{\frac{1}{2}} \\
\lesssim r E(t)^{1/2} \lesssim r E(T_0)^{1/2}.
\end{equation}

This obviously shows that \( u \) is continuous at the origin, i.e.,
\[ \lim_{(t, r) \to (0, 0)} u(t, r) = 0. \]

For \( t \) sufficiently small, we can then argue that
\[ u^2(t, r) \lesssim \int_0^r |\sin u(t, s)| \cdot |u_r(t, s)| \, ds \lesssim r E(T_0)^{1/2}, \]
which proves (15). \( \square \)

As an easy consequence, we obtain nonconcentration for one of the terms in \( e \):

Corollary 2.6. For a smooth solution \( u \) of (6) in \( \Omega \), the following holds:
\begin{equation}
\lim_{T \to 0^+} \int_{\Sigma(T)} \frac{\sin^2 u}{2r^2} = 0.
\end{equation}

Remark 2.7. The presence of the potential term in (4) would add to \( e \) only bounded expressions, which obviously do not concentrate. For example, if \( V(U) = \lambda^2 (1 - n \cdot U) \), then
\[ \lim_{T \to 0^+} \int_{\Sigma(T)} \lambda^2 (1 - \cos u) = 0. \]
Remark 2.8. From (16), we see that once we have a sequence \((t_n)_n \to 0\) with
\[
\lim_{n \to \infty} \int_{\Sigma(t_n)} \frac{\sin^2 u}{r^2} u_r^2 = 0,
\]
it follows that
\[
|u(t_n, r)| \leq C_n r^{1/2}, \quad (\forall) (t_n, r) \in \Sigma(t_n),
\]
with \(C_n \to 0\) as \(n \to \infty\).

Remark 2.9. For general, finite energy smooth solutions of (6), we deduce, using the same functional as above, that
\[
|I(u(t, r))| \lesssim \left( \int_0^r \frac{\sin^2 u(t, s)}{s} ds \right)^{1/2} \cdot \left( \int_0^r u_r^2(t, s) s ds \right)^{1/2} \lesssim \mathcal{E}[u](t).
\]
This implies that \(u\) is a priori bounded, as the energy norm (7) is conserved in time.

3. MAIN ARGUMENT

We follow closely the blueprint for proving nonconcentration of energy, as it was used for equivariant wave maps in [17]. First, we show that the energy does not concentrate near the light cone, which implies, jointly with (17), that the energy corresponding to the \(u_t^2\) and \(\frac{\sin^2 u}{r^2} u_t^2\) terms decays to 0. This result is then used to obtain nonconcentration for the \(u_t^2\) density. Finally, we rely on all of these previous facts to prove the similar result for the \(\frac{\sin^2 u}{r^2} u_t^2\) part of the energy.

Our main tools in this section are the differential identities (9) and (10), which are integrated on forward truncated cones \(K(t_1, t_2) \subset \Omega (0 < t_1 \leq t_2 \leq T_0)\). The strategy is to show that we can allow first \(t_1 \to 0\), independently of \(t_2\), in the resulting equation, followed subsequently by \(t_2 \to 0\) in the previously obtained limit.

We apply this approach first for (9) with \((a, b, c) = (t, 0, 0)\), deducing
\[
\int_{K(t_1, t_2)} e = t_2 E(t_2) - t_1 E(t_1) - \frac{1}{\sqrt{2}} \int_{C(t_1, t_2)} t(e + m).
\]
On the other hand, using (13) and (14), we obtain
\[
\lim_{t_1 \to 0} \int_{K(0, t_1)} e + t_1 E(t_1) + \int_{C(0, t_1)} t(e + m) = 0,
\]
which, coupled with the previous equality and the positivity of the two integrands, yields
\[
\int_{K(0, t_2)} e = t_2 E(t_2) - \frac{1}{\sqrt{2}} \int_{C(0, t_2)} t(e + m).
\]
Finally, using (13) again, we infer
\[
\lim_{T \to 0^+} \frac{1}{T} \int_{K(0, T)} e = \lim_{T \to 0^+} E(T) = l,
\]
which provides us with an equivalent way of showing that \(l = 0\).
3.1. Behavior near the cone. Next, our goal is to show nonconcentration of energy near the light cone, i.e.,

\[(22) \lim_{T \to 0^+} \int_{\Sigma_\lambda(T)} e = 0,\]

for any fixed $0 < \lambda < 1$. As the proof is quite similar to the one in [17], we sketch here only the main steps.

First, we prove that

\[(23) |\partial_\xi (r(e + m))| \lesssim ((e + m)(e - m))^{1/2},\]

\[(24) |\partial_\eta (r(e - m))| \lesssim ((e + m)(e - m))^{1/2},\]

where $\eta = t + r$ and $\xi = t - r$ are the classical null coordinates. For $(a, b, c) = (0, 1, 0)$, [17] can be rewritten as

\[
\partial_t (r m) - \partial_r (r e) = - \left(1 - \frac{\alpha^2 \sin^2 u}{r^2}\right) \frac{u^2 - u_r^2}{2} + \frac{\sin^2 u}{2r^2} - \frac{\sin 2u \cdot u_r}{r} = D,
\]

which, coupled with (11), implies

\[
\partial_\xi (r(e + m)) = -\partial_\eta (r(e - m)) = \frac{D}{2}.
\]

Therefore, in order to obtain (23)-(24), it is enough to verify

\[
D^2 \lesssim (e + m)(e - m),
\]

which follows from the straightforward bound

\[
D^2 \lesssim \left(1 - \frac{\alpha^2 \sin^2 u}{r^2}\right)^2 \left(u_t^2 - \frac{u_r^2}{2}\right)^2 + \frac{\sin^4 u}{r^4} + \frac{\sin^2 2u \cdot u_r^2}{r^2} \lesssim (e + m)(e - m).
\]

Next, integrating (23)-(24) on regions situated in the domain

\[
K_\lambda(0, T) = \{(t, r) | 0 < t \leq T, \lambda t \leq r \leq t\},
\]

we deduce that

\[
\lim_{(t, r) \in K_\lambda(0, T) \to (0, 0)} r^2(e - m) = 0,
\]

which further implies that

\[(25) \lim_{T \to 0^+} \int_{\tilde{C}_\lambda(T)} e - m = 0,\]

where $\tilde{C}_\lambda(T)$ is the surface described by

\[
t + r = (1 + \lambda)T, \quad \lambda t \leq r \leq t.
\]

Finally, an integration of (11) yields

\[
\int_{\Sigma_\lambda(T)} e = F \left(\frac{1 + \lambda}{2}, T, T\right) + \frac{1}{\sqrt{2}} \int_{\tilde{C}_\lambda(T)} e - m,
\]

which, based on (13) and (25), proves (22).

However, the crucial piece of information needed in our argument is

\[(26) \lim_{T \to 0^+} \int_{\Sigma(T)} \frac{r}{T} e = 0,\]
which follows immediately from (22) and
\[ 0 \leq \int_{\Sigma(T)} \frac{r}{T} e \leq \lambda E(T) + \int_{\Sigma(T)} e, \]
an estimate that holds for any fixed $0 < \lambda < 1$.

3.2. Nonconcentration of energy for the $u_t^2$ and $\sin^2 u u_r^2$ densities. We integrate (9) for $(a, b, c) = (0, r, 0)$ on the truncated cone $K(t_1, t_2)$ to infer that
\[ \int_{\Sigma(t_2)} r m + \int_{K(t_1, t_2)} u_t^2 + \frac{\alpha^2 \sin^2 u}{r^2} u_r^2 = \int_{\Sigma(t_1)} r m + \frac{1}{\sqrt{2}} \int_{C(t_1, t_2)} r \left[ \left( 1 + \frac{\alpha^2 \sin^2 u}{r^2} \right) \frac{(u_t + u_r)^2}{2} - \frac{\sin^2 u}{2r^2} \right]. \]
Reasoning as in the start of this section, we can take $t_1 \to 0$ and then divide by $t_2$ to deduce
\[ \frac{1}{t_2} \int_{\Sigma(t_2)} r m + \frac{1}{t_2} \int_{K(0, t_2)} u_t^2 + \frac{\alpha^2 \sin^2 u}{r^2} u_r^2 \]
\[ = \frac{1}{\sqrt{2} t_2} \int_{C(0, t_2)} r \left[ \left( 1 + \frac{\alpha^2 \sin^2 u}{r^2} \right) \frac{(u_t + u_r)^2}{2} - \frac{\sin^2 u}{2r^2} \right]. \]
Using (26) and the trivial bounds
\[ |m| \leq e, \quad \left| \left( 1 + \frac{\alpha^2 \sin^2 u}{r^2} \right) \frac{(u_t + u_r)^2}{2} - \frac{\sin^2 u}{2r^2} \right| \leq e + m, \]
we conclude that
\[ (27) \]
\[ \lim_{T \to 0^+} \frac{1}{T} \int_{K(0, T)} u_t^2 + \frac{\alpha^2 \sin^2 u}{r^2} u_r^2 = 0. \]

3.3. Nonconcentration of energy for the $u_t^2$ density. This is the point in the argument where we rely on (10), which, integrated on $K(t_1, t_2)$, leads to
\[ (28) \]
\[ \int_{\Sigma(t_2)} uu_t - \int_{\Sigma(t_1)} uu_t - \frac{1}{\sqrt{2}} \int_{C(t_1, t_2)} u(u_t + u_r) \]
\[ = \int_{K(t_1, t_2)} \left[ 1 - \frac{\alpha^2 u \sin 2u}{2w^2} \right] (u_t^2 - u_r^2) + \frac{1 - \frac{\alpha^2 \sin^2 u}{r^2}}{w} - 1 \frac{u u_r}{r} - \frac{u \sin 2u}{2w^2} \frac{u_r}{w}. \]
Based on Proposition 2.5 if we choose $t_2$ sufficiently small, then $u$ is small and we can use in $K(0, t_2)$ both (15) and the uniform bound $|u| \lesssim |\sin u|$, which allows us morally to think of $u$ as $\sin u$ everywhere in the above equation.

We discuss first the integrals on the bases of the cone and on its mantle. Using the Cauchy-Schwarz inequality, for $t \leq t_2$, we obtain the following set of estimates:
\[ \left| \int_{\Sigma(t)} uu_t \right| \lesssim t^2 \left( \int_{\Sigma(t)} \frac{\sin^2 u}{r^2} u_t^2 \right)^{1/2} \lesssim t^2 E(t)^{1/2}, \]
\[ \left| \int_{C(0, t)} u(u_t + u_r) \right| \lesssim t^2 \left( \int_{C(0, t)} \frac{\sin^2 u}{r^2} (u_t + u_r)^2 \right)^{1/2} \lesssim t^2 F(0, t)^{1/2}, \]
which imply

\[(29) \lim_{T \to 0+} \frac{1}{T} \int_{\Sigma(T)} uu_t = \lim_{T \to 0+} \frac{1}{T} \int_{C(0,T)} u (u_t + u_r) = 0.\]

For the last two terms in the integral on the cone, we can argue as

\[
\left| \int_{K(0,t)} \left(1 - \frac{\alpha^2 \sin^2 u}{r^2} \right) u_t^2 + \frac{\alpha^2 \sin 2u}{2r^2} u_r^2 \right| \lesssim \int_{K(0,t)} \left| uu_r \right| + 1 \\
\lesssim t^{3/2} \left( \int_{K(0,t)} \frac{\sin^2 u}{r^2} u_r^2 \right)^{1/2} + t^3,
\]

from which we deduce

\[(30) \lim_{T \to 0+} \frac{1}{T} \int_{K(0,T)} \left(1 - \frac{\alpha^2 \sin^2 u}{r^2} \right) u_t^2 + \frac{\alpha^2 \sin 2u}{2r^2} u_r^2 = 0.\]

Also,

\[
\left| \int_{K(0,t)} (1 - \frac{\alpha^2 \sin 2u}{w}) u_t^2 + \frac{\alpha^2 \sin 2u}{2r^2} u_r^2 \right| \lesssim \int_{K(0,t)} u_t^2 + \frac{\alpha^2 \sin^2 u}{r^2} u_r^2
\]

implies, based on (27), that

\[(31) \lim_{T \to 0+} \frac{1}{T} \int_{K(0,T)} \left(1 - \frac{\alpha^2 \sin 2u}{w} \right) u_t^2 + \frac{\alpha^2 \sin 2u}{2r^2} u_r^2 = 0.\]

Thus, taking in (28) first \(t_1 \to 0\), then dividing the limiting result by \(t_2\), and finally allowing \(t_2 \to 0\), we conclude, based on (29)-(31), that

\[(32) \lim_{T \to 0+} \frac{1}{T} \int_{K(0,T)} u_t^2 = 0.\]

### 3.4. Nonconcentration of energy for the \(\sin^2 u u_t^2\) density.

For this last term we use (9) with \((a,b,c) = (0,0,1)\) and \(h(u) = \sin u\) to infer, after integrating on \(K(t_1,t_2)\), that

\[(33) \int_{\Sigma(t_2)} w \sin u u_t + \int_{K(t_1,t_2)} \left( w \cos u + \frac{\alpha^2 \sin u \sin 2u}{2r^2} \right) \left( u_r^2 - u_t^2 \right) + \frac{\sin u \sin 2u}{2r^2} = \int_{\Sigma(t_1)} w \sin u u_t + \frac{1}{\sqrt{2}} \int_{C(t_1,t_2)} w \sin u (u_t + u_r).\]

We will be working as above, with \(t_2\) sufficiently small, such that we can use (15) and deduce for \(t \leq t_2\) that

\[(34) \left| \int_{K(0,t)} \left( w \cos u + \frac{\alpha^2 \sin u \sin 2u}{2r^2} \right) \left( u_r^2 - u_t^2 \right) + \frac{\sin u \sin 2u}{2r^2} \right| \lesssim \int_{K(0,t)} e \\
\lesssim t E(t),\]
\begin{equation}
\left| \int_{\Sigma(t)} w \sin u \, u_t \right| \lesssim \left( \int_{\Sigma(t)} w \sin^2 u \right)^{1/2} \left( \int_{\Sigma(t)} w \, u_t^2 \right)^{1/2} \lesssim t \, E(t)^{1/2},
\end{equation}

\begin{equation}
\left| \int_{C(0,t)} w \sin (u_t + u_r) \right| \lesssim \left( \int_{C(0,t)} w \sin^2 u \right)^{1/2} \left( \int_{C(0,t)} w \, (u_t + u_r)^2 \right)^{1/2} \lesssim t \, F(0,t)^{1/2}.
\end{equation}

These estimates allow us to apply our general strategy (i.e., first \( t_1 \to 0 \), then divide by \( t_2 \), followed by \( t_2 \to 0 \)) to obtain

\begin{equation}
\lim_{T \to 0^+} \frac{1}{T} \int_{\Sigma(T)} w \sin u \, u_t + \frac{1}{T} \int_{K(0,T)} \left( w \cos u + \frac{\alpha^2 \sin u \sin 2u}{2r^2} \right) (u_r^2 - u_t^2) + \frac{\sin u \sin 2u}{2r^2} = 0.
\end{equation}

As mentioned previously, due to (15), \( u \) is small close to the tip of the cone and one can then replace, without any loss of generality, \( \cos u \) by 1 in the second integral. Furthermore, using (17), (27), and (32), we can strip down more terms from the above limit, which leads to

\begin{equation}
\lim_{T \to 0^+} \frac{1}{T} \int_{\Sigma(T)} w \sin u \, u_t - \frac{1}{T} \int_{K(0,T)} \frac{\alpha^2 \sin^2 u}{r^2} u_t^2 = 0.
\end{equation}

We see that (35) is not enough to carry the day, and this is why we have to do a finer analysis of the first term in (37). From (27) we obtain the existence of a sequence \( (t_n)_n \to 0 \) satisfying (18); hence we can use the finer bound (19) to infer that

\[ \int_{\Sigma(t_n)} w \sin^2 u \lesssim \int_{\Sigma(t_n)} C_n^2 \, r + C_n^4 \lesssim C_n^2 \, t_n^3 + C_n^4 \, t_n^2, \]

which implies, based on (35), that

\[ \lim_{n \to \infty} \frac{1}{t_n} \int_{\Sigma(t_n)} w \sin u \, u_t = 0. \]

Coupling this limit with (37), (21), (17), (27), and (32), we conclude that

\begin{equation}
\lim_{T \to 0^+} \frac{1}{T} \int_{K(0,T)} \frac{\alpha^2 \sin^2 u}{r^2} u_t^2 = 0,
\end{equation}

which finishes the proof of Theorem 2.1.
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