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Abstract. We prove the existence of a polynomial of degree $d$ defined on a closed subspace that cannot be extended to the Banach space $E$ (in particular, the existence of a nonextendible polynomial) in the following cases: (1) $d \geq 2$ and $E$ does not have type $p$ for some $1 < p < 2$; (2) the space $\ell_k$, $k \in \mathbb{N}$, $2 < k \leq d$, is finitely representable in $E$. In each of these cases we prove, equivalently, the existence of a closed subspace $F \subset E$ such that the subspace $d \otimes F$ is not closed in $d \otimes E$.

1. Introduction

In the context of infinite-dimensional Banach spaces, a given polynomial defined on a closed subspace is not necessarily the restriction of a polynomial defined on the whole space. For each degree $d \geq 2$, the polynomial $P(\sum_{i=1}^{\infty} a_i e_i) := \sum_{i=1}^{\infty} a_i^d$ defined on $\ell_d$ is an example of this fact: $P$ is not the restriction of a polynomial defined on a Banach space such that it contains $\ell_d$ and has the Dunford-Pettis property (as is the case of $\ell_\infty$) since, by means of [19, Proposition 5], given such a $Q$, the sequence $(Q(e_i))_{i=1}^{\infty}$ would necessarily tend to zero.

The study of this phenomenon, which has no parallels in the case of linear forms nor in the case of finite-dimensional linear spaces, has been carried out from very diverse points of view. For example, the problem of extending analytic vector-valued mappings defined on an open subset of a subspace is discussed in [2]. The extension to the bidual space introduced there is used in [6] to prove that there exists a norm-preserving extension of a polynomial defined on a Banach space to the bidual space. The problem of the uniqueness of the norm-preserving extensions of polynomials is treated in [13], [14] and [16]. In [4] and [15] the authors studied the so-called extendible polynomials, that is, the polynomials defined on a Banach space that extend to any larger space. One may find a broad list of references on the topic in [23].

In this article we provide geometric conditions on a Banach space that imply the existence of a polynomial defined on a closed subspace which does not extend or, equivalently, the existence of a closed subspace such that its symmetric tensor product is not closed in the symmetric tensor product of the space. In this way,
the extension of polynomials is studied as in [11], where the attention is focused on the geometry of the space. It is worth mentioning that, thus far, besides the spaces having type 2 (respectively, the spaces isomorphic to a Hilbert space), it is not known whether there exists a Banach space such that every quadratic form (resp. every homogeneous polynomial of degree \(d > 2\)) defined on a subspace of it extends to the whole space (see Problems 1 and 2 in [11]).

The degree 2 case is studied in Section 2. We use the local nature of the property (see [11, Theorem 1.3]) to prove that if a Banach space \(E\) has no type \(p\) for some \(1 < p < 2\), then there exist a subspace and a quadratic form defined on it which does not extend (see Theorem 2.2). The case of polynomials of degree \(d > 2\) is studied in Section 3. There, we prove that if \(\ell_k\) is a closed subspace of \(E\) (or even more, if \(\ell_k\) is finitely represented in it) for \(2 < k \leq d\), \(k \in \mathbb{N}\), then there exists a polynomial of degree \(d\) defined on a subspace which does not extend (see Theorem 3.3). Moreover, in the cases \(d = 2\) and \(k = d > 2\), the polynomial \(P(\sum_i a_i e_i) := \sum_i a_i^d\) of the previous example, defined on a suitable copy of \(\ell_m^n\) inside the space, is proved to be a polynomial with this bad extension behavior. (Note that a polynomial defined on a subspace which does not extend to the space is a nonextendible polynomial in the sense of P. Kirwan and R. Ryan in [15]; that is, it does not extend to every space containing the subspace.)

These results follow from the link between symmetric linear operators and polynomials defined on suitable \(\ell^m_p\) spaces, established in Proposition 3.2. This proposition makes it possible to apply techniques of the local (linear) theory of Banach spaces to the context of polynomial maps. It is worth mentioning that the symmetry of the multilinear maps underlying the polynomial context has a significant impact in the use of these techniques, with respect to the extension of not necessarily symmetric multilinear maps, as was studied in [12]. In the last section we discuss these differences and put in context the 2-Extension Property with the following properties: the type 2 property and the Maurey Extension Property.

Given an integer \(d \geq 2\) and the Banach spaces \(E\) and \(F\), we denote the space of multilinear operators and symmetric multilinear operators defined on \(E \times \cdots \times E\) with values in \(F\) by \(\mathcal{L}(E \times \cdots \times E, F)\) and \(\mathcal{L}_s(E \times \cdots \times E, F)\) respectively. The projective tensor product of order \(d\) and the projective symmetric tensor product of \(E\) of order \(d\) will be denoted by \(\hat{\otimes}_d^p E\) and \(\hat{\otimes}_{s,\pi}^d E\), respectively. By definition, a map between two Banach spaces \(P : E \to F\) is a \(d\)-homogeneous polynomial if there exists a continuous multilinear operator \(T \in \mathcal{L}(E \times \cdots \times E, F)\) such that \(P(x) = T(x, \ldots, x)\) for every \(x \in E\). The space of \(d\)-homogeneous scalar-valued polynomials will be denoted by \(\mathcal{P}^d(E)\). The notation and basic definitions that are not explicitly defined here can be found in [10].

In this paper we are centered on the extendibility of nonlinear scalar-valued polynomials. It is worth noting, however, that whenever there exists a scalar-valued polynomial on a subspace \(F \subset E\) with no extension to \(E\), then, for every Banach space \(Y\), there exists a polynomial on \(F\) with values in \(Y\), with no extension to \(E\).

The proof of the following lemma, as well as other general properties of tensor products, operators between them and polynomials, can be consulted in [7], [10], [18] or [21].
Lemma 1.1. Let $E$ and $F$ be Banach spaces. Given $x, x_i \in E$, $i = 1, \ldots, d$, for each $1 \leq k < d$, the relations $(\nu_k(T)(\nu_k(T)(x_1, \ldots, x_k)))(x_{k+1}, \ldots, x_d) = T(x_1, \ldots, x_d)$, $\nu_d(T)(x_1 \otimes \cdots \otimes x_d) = T(x_1, \ldots, x_d)$, $\nu_\Lambda(T)(x_1 \otimes \cdots \otimes x) = T(x_1, \ldots, x)$ and $\rho(S)(x) := S(x \otimes \delta \otimes \cdots)$ induce the following canonical isomorphisms:

1. $\mathcal{L}(E \times d \times E, F) \xrightarrow{\nu_k} \mathcal{L}(E \times k \times E, \mathcal{L}(E \times d-k \times E, F))$ which is onto and isometric.

2. $\mathcal{L}(E \times d \times E, F) \xrightarrow{\nu_d} \mathcal{L}(\otimes^d E, F)$ which is onto and isometric.

3. $\mathcal{L}_d(E \times d \times E, F) \xrightarrow{\nu_d} \mathcal{L}(\otimes^d E, F) \xrightarrow{\rho} \mathcal{P}(d, E, F)$, where $\nu_d$ is onto and $\rho$ is onto and isometric.

In the following lemma we prove some other basic facts concerning the extension of polynomials from subspaces that will be used throughout this paper. First, let us fix some notation. Given $d \leq d$, let us denote by $i_k : \hat{\otimes}_{\pi} E \to \hat{\otimes}_{\pi} E$ the closed inclusion map and let $i_k^* : (\otimes_{\pi} E)^* \to (\otimes_{\pi} E)^*$ be its adjoint operator. Since $\hat{\otimes}_{\pi} E$ is complemented in $\hat{\otimes}_{\pi} E$, $i_k^*$ is a projection operator. For $\Phi_s$ and $\Phi_k$ as in:

$\mathcal{L}(E \times d \times E) \xrightarrow{\Phi_d} \mathcal{L}(\otimes^d E, (\otimes^d E)^*) \xrightarrow{\Psi_s} \mathcal{L}(\otimes^d E, (\otimes^d E)^*)$

$T \mapsto \nu_d((\nu_k(T)(\nu_k(T))(\cdot)) \mapsto i_d \circ \nu_d \circ (\nu_k(T)(\nu_k(T))(\cdot)) \circ i_k$,

the composition map $\Phi_s \circ \Phi_k$ is an onto bounded operator. The closed subspace $(\Phi_s \circ \Phi_k)(\mathcal{L}_d(E \times d \times E))$ will be denoted by $\mathcal{L}_d(\otimes_{\pi} E, (\otimes_{\pi} E)^*)$. Then,

Lemma 1.2. Let $E$ be a Banach space and let $k, d \in \mathbb{N}$, $1 \leq k \leq d$ be fixed.

1. The map $\Psi_k : \mathcal{P}(d, E) \to \mathcal{L}_d(\otimes_{\pi} E, (\otimes_{\pi} E)^*)$ determined by the relation $(\Psi_k(P)(x \otimes k \otimes x))(x \otimes d-k \otimes x) := P(x)$, for every $x \in E$, is an onto isomorphism with $\|\Psi_k\| \leq d^d$ and $\|\Psi_k^{-1}\| \leq 1$.

2. Let $F \xrightarrow{i} E$ be the inclusion map defined on the closed subspace $F$. A $d$-homogeneous polynomial $\hat{P} \in \mathcal{P}(d, E)$ is an extension of the $d$-homogeneous polynomial $P \in \mathcal{P}(d, F)$ if and only if for some (resp. for all) $1 \leq k \leq d$ the diagram

\[
\begin{array}{ccc}
\hat{\otimes}_{\pi} E & \xrightarrow{\Psi_k(\hat{P})} & (\otimes_{\pi} E)^* \\
\downarrow & & \downarrow \\
\otimes_{\pi} F & \xrightarrow{\Psi_k(P)} & (\otimes_{\pi} F)^*
\end{array}
\]

commutes, where $\Psi_k$ is as in (1).

3. The space $\hat{\otimes}_{\pi} F$ is a closed subspace of $\hat{\otimes}_{\pi} F$ if and only if every $P \in \mathcal{P}(d, F)$ has an extension $\hat{P} \in \mathcal{P}(d, E)$.

Proof. The proof of (1) follows directly from the canonical isomorphisms in Lemma 1.1 and the fact that an arbitrary symmetric map is completely determined by its values on the elements of the form $x \otimes \cdots \otimes x$, when $x \in E$, via the polarization formula (see [10, Corollary 1.3]). The proof of (2) follows from the fact that the map $(i_d^*)^*$ restricts every element in the dual of $\otimes_{\pi} E$ to the not necessarily closed subspace $\otimes_{\pi} F$. To prove (3) observe that every $P \in \mathcal{P}(d, F)$ has an
extension \( \hat{P} \in \mathcal{P}(dE) \) if and only if the operator \( (i^*_d)^* : (\otimes_{s,\pi}^d dE)^* \to (\otimes_{s,\pi}^d F)^* \) is surjective. The surjectivity of this map is, in turn, equivalent to \( i^*_d : \otimes_{s,\pi}^d F \to \otimes_{s,\pi}^d E \) being an isomorphism onto its image. This holds, precisely, when \( \otimes_{s,\pi}^d F \) is closed in \( \otimes_{s,\pi}^d E \) (see for instance [9, Lemma 4.2]). □

Following [11, Definition 1.1], we say that

**Definition 1.3.** A Banach space \( E \) has the \( d \)-Extension Property, with \( d \in \mathbb{N} \), if for every polynomial \( P \in \mathcal{P}(dF) \) defined on a closed subspace \( F \subset E \) there exists a polynomial \( \hat{P} \in \mathcal{P}(dE) \) such that \( \hat{P}|_F = P \).

This, by means of (3) in Lemma 1.2, is equivalent to saying that for every closed subspace \( F \subset E \), the subspace \( \otimes_{s,\pi}^d F \) is closed in \( \otimes_{s,\pi}^d E \).

We will frequently use the following results from [11]. If a Banach space \( E \) has the \( d \)-Extension Property, then it has the \( k \)-Extension Property for \( 2 \leq k \leq d \), as well (see [11, Proposition 1.2]). Moreover, it is essential for our purposes that whenever a Banach space \( E \) has the \( d \)-Extension Property, there exists a constant \( M > 0 \) such that for each polynomial \( P \in \mathcal{P}(dF) \) defined on a closed subspace of \( E \), there exists a polynomial \( \hat{P} \) on \( E \) extending \( P \) such that \( \|\hat{P}\| \leq M\|P\| \) [11, Theorem 1.3].

### 2. Extendibility of quadratic forms implies type \( p \) for all \( 1 \leq p < 2 \)

In the particular case of a quadratic form \( P \in \mathcal{P}(2F) \), the extension diagram stated in Lemma 1.1 is as follows:

\[
\begin{array}{ccc}
E & \xrightarrow{\Psi_1(P)} & E^* \\
\uparrow i & \downarrow i^* & \\
F & \xrightarrow{\Psi_1(P)} & F^*,
\end{array}
\]

where \( \Psi_1(P) \) and \( \Psi_1(\hat{P}) \) are symmetric and satisfy \( P(x) = (\Psi_1(P)(x))(x) \) if \( x \in F \), and \( \hat{P}(x) = (\Psi_1(\hat{P})(x))(x) \) if \( x \in E \).

This immediately refers us to the well-known Maurey’s Theorem [17, Corollaire 3] in the following form: If the Banach space \( E \) has type 2, then every map \( \Psi_1(P) \) has an extension in such a way that diagram (2.1) holds (for a proof of this fact, see [8, Corollary 12.23]). As stated in [11, Problem 1], Type 2 spaces are the only known examples of spaces having the 2-Extension Property. In this direction, we prove in Theorem 2.2 that having type \( p \) for all \( 1 \leq p < 2 \) is, indeed, a necessary condition for the 2-Extension Property to hold.

Let \( d(E,F) \) denote the Banach-Mazur distance between two isomorphic Banach spaces \( E \) and \( F \): \( d(E,F) = \inf\{\|T\| \cdot \|T^{-1}\| : T \in \mathcal{L}(E,F), \text{\scriptsize{\text{T} an onto isomorphism}}\} \).

We have:

**Proposition 2.1.** Let \( E \) be a Banach space with the 2-Extension Property. Then, there exists some constant \( M > 0 \) such that for every \( n \) and every \( n \)-dimensional subspace \( F \subset E \) there exists a projection \( \Pi \in \mathcal{L}(E,F) \) onto \( F \) of norm \( \|\Pi\| \leq 2Md(F,\ell^2_n)^2 \).
Proof. Let $M > 0$ be the extension constant provided by [11, Theorem 1.3]. For an arbitrary $n$-dimensional subspace $F$ of $E$, consider an isomorphism $T \in \mathcal{L}(F, \ell_2^n)$ such that $\|T\| \cdot \|T^{-1}\| = d(F, \ell_2^n)$. The symmetric isomorphism $\phi = T^* \circ T \in \mathcal{L}_s(F, F^*)$ determines a 2-homogeneous polynomial $P \in \mathcal{P}^2(F)$ by the relation $(\Psi_1)^{-1}$ stated in Lemma [12]. Note that $\|\phi\| \cdot \|\phi^{-1}\| \leq (d(F, \ell_2^n))^2$. Using that $E$ has the 2-Extension Property with constant $M$, and writing it in terms of diagram (2.1), we find a symmetric linear map $\tilde{\phi} \in \mathcal{L}_s(E, E^*)$ for which $\|\tilde{\phi}\| \leq \frac{2}{27}M \|\phi\|$ and such that diagram (2.1) commutes.

Now we can directly check that the map $\Pi : i \circ \phi^{-1} \circ i^* \circ \tilde{\phi} \in \mathcal{L}(E, E)$ is a projection onto $i(F)$ with $\|\Pi\| \leq 2Md(F, \ell_2^n)^{\frac{3}{2}}$. \hfill $\Box$

This result proves, in particular, that a Banach space with the 2-Extension Property is $K$-convex (see [8, Theorem 19.3]). Consequently, it also has nontrivial type (see [8, Theorem 13.3]); that is, for some $1 < p \leq 2$ there exists $\theta > 0$ such that for any finitely many vectors $x_1, \ldots, x_n$ in the space, the estimation

$$
(\int_0^1 \|\sum_{k=1}^n r_k(t)x_k\|^2)^{\frac{1}{2}} \leq \theta \left(\sum_{k=1}^n \|x_k\|^{p}\right)^{\frac{1}{p}}
$$

holds, where $r_k$ denotes de Rademacher functions $r_k(t) = \text{sign}(\sin 2^k \pi t)$, for $t \in [0,1]$ and $k \in \mathbb{N}$. This fact will be used in the proof of Theorem 2.2 below, where we show that, indeed, the space has type $p$ for all $p < 2$. We will also use the following result, implicitly stated in the proof of [3, Theorem 3.1], due to Bennett, Dor et al. There is proved the existence in $\ell_p$ of nonuniformly complemented copies of subspaces which are uniformly isomorphic to $\ell_2^n$, $n \in \mathbb{N}$, when $1 < p < 2$:

**Proposition (BDGJN).** Let $1 < p < 2$. There exists $\lambda > 0$ satisfying that for every $K > 0$ there exist a pair of natural numbers $m < n$, a subspace $E_{m,n}^{(2)} \subset \ell_p^n$ and an isomorphism $\varphi \in \mathcal{L}(E_{m,n}^{(2)}, \ell_p^m)$, with $\|\varphi\| = 1$, $\|(\varphi)^{-1}\| \leq \lambda$, such that if $\Pi_{m,n} : \ell_p^n \rightarrow E_{m,n}^{(2)}$ is an onto projection operator, then $\|\Pi_{m,n}\| \geq K$.

Recall that a Banach space $X$ is called $\mu$-representable in $E$, for $\mu \geq 1$, if given a finite-dimensional space $Y \subset X$, there exists a finite-dimensional subspace $F \subset E$ and an isomorphism $u : F \rightarrow Y$ such that $\|u\| \cdot \|u^{-1}\| \leq \mu$ (see [8, Chapter 8]).

**Theorem 2.2.** A Banach space which has the 2-Extension Property has type $p$ for all $1 \leq p < 2$.

Proof. Let $E$ be a Banach space with the 2-Extension Property. Using [11, Theorem 1.3] again, we get a constant $M > 0$ such that for every subspace $F \subset E$ and every $P \in \mathcal{P}(E^2)$, there exists an extension $\tilde{P} \in \mathcal{P}(E^2)$ such that $\|\tilde{P}\| \leq M\|P\|$. Assume further that $E$ does not have type $p$ for some $1 < p < 2$. Consider $p_E$ defined as $p_E := \sup_{1 \leq p \leq 2}\{E \text{ has type } p\}$. By Maurey-Pisier’s Theorem (see [8, Theorem 14.1]), the space $\ell_{p_E}$ is finitely representable in $E$. By the assumption on the type of $E$ and the fact that ‘type $q$’ always implies ‘type $r$’ when $1 \leq r < q \leq 2$, we have that $p_E \leq p < 2$. On the other side, as we said immediately after Proposition 2.1 the 2-Extension Property implies that $1 < p_E$. For fixed $\epsilon > 0$, for every $n$, there exists an $n$-dimensional subspace $G_n \subset E$ such that $\|d(G_n, \ell_{p_E}^n)\| < 1 + \epsilon$. Let $T_n \in \mathcal{L}(G_n, \ell_{p_E}^n)$ be an isomorphism such that $\|T_n\| \cdot \|T_n^{-1}\| \leq 1 + \epsilon$ and let $\lambda > 0$ be the constant provided by Proposition (BDGJN) applied to the case $p = p_E$. 
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For a fixed $K > 2M(1 + e)^3\lambda^2$, let us consider $m < n$ and $E_{m,n}^{(2)} \subset \ell_{p_E}^m$ as in Proposition (BDGJN). Thus, we know that any projection map $\Pi_{m,n}$ onto $E_{m,n}^{(2)}$ has $\|\Pi_{m,n}\| > K$.

The subspace $T_n^{-1}(E_{m,n}^{(2)}) \subset G_n \subset E$ satisfies $d(T_n^{-1}(E_{m,n}^{(2)}), \ell_{p_E}^m) < (1+e)\lambda$. Then, by Proposition 2.1, the subspace $T_n^{-1}(E_{m,n}^{(2)})$ is complemented in $E$ (thus in $G_n$) with some projection $\Pi$ of norm $\|\Pi\| \leq 2M(1+e)^2\lambda^2$. Finally, we can check that $T_{m,n} : T_n \circ \Pi \circ T_n^{-1} \in \mathcal{L}(\ell_{p_E}^m, \hat{\ell}_{p_E}^m)$ is a projection onto $E_{m,m}^{(2)}$ of norm $\leq (1+e)\|\Pi\| \leq 2M(1+e)^3\lambda^2 < K$. This fact contradicts the assertion in Proposition (BDGJN). This proves that, necessarily, $p_E = 2$. □

3. THE CASE OF POLYNOMIALS OF DEGREE $d > 2$

It was proved in [11, Proposition 1.2] that when every homogeneous polynomial of degree $d$ defined on a fixed closed subspace has an extension defined on the space, the same holds for the homogeneous polynomials defined on the space, which have degree $k$, for $1 \leq k \leq d$. Using this, we get from Theorem 2.2.

Corollary 3.1. If a Banach space $E$ does not have type $p$ for some $1 < p < 2$, then there exists a closed subspace $F \subset E$ such that for every degree $d \geq 2$, there exists a scalar homogeneous polynomial of degree $d$ defined on $F$ which is not the restriction of any polynomial defined on $E$. Equivalently, for each $d \geq 2$, the subspace $\otimes_{s,n}^d F$ is not closed in $\otimes_{s,n}^d E$.

There are Banach spaces which do not verify the hypotheses in the corollary (even spaces which have type 2) and do not have the $d$-Extension Property. We will prove that this occurs, indeed, whenever $\ell_1$ is finitely representable in the space, with $l \in \mathbb{N}$ and $2 < l \leq d$. To that end we will use that a specific space of symmetric linear operators defined on some $\ell_p$ spaces can be viewed as a subspace of the space of polynomials. The precise statement we need is the next proposition.

For $k, m \in \mathbb{N}$, $1 < r < \infty$, let $\Pi^m_{D_r} \in \mathcal{L}(\otimes_{s,n}^k \ell_{p,r}^m, \hat{\otimes}_{s,n}^k \ell_{p,r}^m)$ denote the projection onto the subspace $\text{span}\{e_i \otimes k, \otimes e_i, i = 1, \ldots, m\}$. It is proved in [11] that $\|\Pi^m_{D_r}\| = 1$ and that the image is a subspace isometrically isomorphic to $\ell_{p,r}^m$, where $\frac{1}{p} := \min\{1, \frac{2}{r}\}$.

For $m \in \mathbb{N}$, let the canonical basis $\beta_m := \{e_1, \ldots, e_m\}$ of $\mathbb{R}^m$ be fixed. Given $1 \leq p, q \leq \infty$, we say that an operator $T \in \mathcal{L}(\ell_{p,r}^m, \ell_{q,r}^m)$ is symmetric if it is symmetric with respect to the canonical basis $\beta_m$ both in $\ell_{p,r}^m$ and $\ell_{q,r}^m$, that is, if $(T(e_i))_j = (T(e_j))_i$, for $i, j \in \{1, \ldots, m\}$.

Proposition 3.2. Given $l, d \in \mathbb{N}$, $2 \leq l, d \leq 1, 1 < r < \infty$, consider $1 \leq p, q < \infty$ such that $\frac{1}{p} := \min\{1, \frac{2}{r}\}$ and $q = \frac{d}{q - r}$, where $\frac{1}{q} := \min\{1, \frac{d-1}{r}\}$. Then, for $m \in \mathbb{N}$, the Banach space of symmetric operators $\mathcal{L}_s(\ell_{p,r}^m, \ell_{q,r}^m)$ can be identified with a complemented subspace of $\mathcal{P}(d_{l,r}^m)$ through the following isomorphism $\Psi$:

$$
\Psi : \mathcal{L}_s(\ell_{p,r}^m, \ell_{q,r}^m) \to \mathcal{L}_s(\hat{\otimes}_{s,n}^l \ell_{p,r}^m, \hat{\otimes}_{s,n}^{d-l} \ell_{p,r}^m)^{*} \\
S \to T_S := (\Pi_{D_r}^{m-1})^* \circ S \circ \Pi_{D_r}^m \\
\Psi^{-1} \to \mathcal{P}(d_{l,r}^m)
$$

where $\Psi_l$ is the isomorphism in Lemma 1.2.
Observe that in this case, the images of \( \Pi_m^{\ell_1} \) and \( \Pi_m^{\ell_{d-1}} \) are, respectively, isometric to \( \ell_p^m \) and \( \ell_q^m \). We omit the proof since it can be easily done following the proof of [12, Proposition 3.6]. It is enough to check that each step in that proof respects the symmetry that is required in this new context.

**Theorem 3.3.** Let \( E \) be a Banach space and let \( d, k \in \mathbb{N}, 2 < k \leq d \). If \( \ell_k \) is \( \mu \)-representable in \( E \), then \( E \) does not have the \( d \)-Extension Property. Equivalently, there exists a closed subspace \( F \subset E \) such that \( \hat{\otimes}^d_{s, \pi} F \) is not closed in \( \hat{\otimes}^d_{s, \pi} E \).

**Proof.** Consider the case when \( k = d \). Let us assume that, contrary to the assertion in the theorem, there exists \( E \) with the \( d \)-Extension Property such that \( \ell_d \) is \( \mu \)-representable in it.

Let \( M > 0 \) be the uniform constant given by [11] Theorem 1.3 such that for every closed subspace \( F \subset E \), each polynomial \( P \in \mathcal{P}^{(d)} \) has an extension \( \hat{P} \in \mathcal{P}^{(d)} \) with norm \( \| \hat{P} \| \leq M \| P \| \).

The space of symmetric operators \( \mathcal{L}(\ell_m^{\ell_d^m}, \ell_d^m) \) can be identified with a complemented subspace of \( \mathcal{P}^{(d)} \), for each \( m \in \mathbb{N} \): This follows from Proposition 3.2 choosing the parameters \( r := d \) and \( l := 1 \). In this case, \( p \) and \( q \) become \( p = d \) and \( q = \frac{q-1}{r-1} = d \).

We will show that these two facts and the assumption on the \( d \)-Extension Property are in contradiction with the following statement:

**Claim** (Rosenthal’s Theorem). There exists \( \lambda_d > 1 \) such that for every fixed constant \( K > 0 \), there exist integer numbers \( m < N \) and a linear subspace \( B_m^d \subset \ell_N^d \) with \( d(B_m^d, \ell_d^m) \leq \lambda_d \), such that the norm of any linear projection \( \Pi \in \mathcal{L}(\ell_N^d, \ell_d^m) \) onto \( B_m^d \) satisfies \( \| \Pi \| \geq K \) (see [22, Theorem 6]).

Consider \( \lambda_d \) as in the claim. For each \( K > 0 \), consider \( m < N \) and \( B_m^d \subset \ell_N^d \) as in the claim, too, and let \( \phi \in \mathcal{L}(B_m^d, \ell_d^m) \) be an isomorphism with \( \| \phi \| \cdot \| \phi^{-1} \| \leq \lambda_d \). Since \( \ell_d \) is \( \mu \)-representable in \( E \), there exist a subspace \( F \subset E \) and a linear isomorphism \( T \in \mathcal{L}(\ell_N^d, F) \), such that \( \| T \| = 1, \| T^{-1} \| \leq \mu \). If \( G := T(B_m^d) \subset F \), we have that \( \psi := (\phi \circ T^{-1}_G) \otimes d^{-1} \otimes (\psi \circ T^{-1}_G) \in \mathcal{L}(\hat{\otimes}_{s, \pi}^d G, \hat{\otimes}_{s, \pi}^d \ell_d^m) \) is an isomorphism.

It satisfies that \( \| \psi \| \cdot \| \psi^{-1} \| = \| \psi \| \cdot \| \psi^{-1} \| = \| \psi \| \cdot \| \psi^{-1} \| \leq \| \phi \| \cdot \| \phi^{-1} \| \cdot \| T \| \cdot \| T^{-1} \| \) \( d^{-1} \leq \lambda_d^{d-1} \mu^{d-1} \).

Let \( P \in \mathcal{P}^{(d)} \) be the polynomial uniquely determined by the operator \( \psi \circ (\Pi_{D_{d}^m})^* \circ \phi \circ T^{-1}_G \in \mathcal{L}(G, (\hat{\otimes}_{s, \pi}^d \ell_d^m)^*) \). Here \( \Pi_{D_{d}^m} \in \mathcal{L}(\hat{\otimes}_{s, \pi}^d \ell_d^m, \hat{\otimes}_{s, \pi}^d \ell_d^m) \) is the projection map onto the main diagonal described immediately before Proposition 3.2. In this case, this diagonal is isometric to \( \ell_d^m \). We denote this isometry \( i_{D_{d}^m} \in \mathcal{L}(\hat{\otimes}_{s, \pi}^d \ell_d^m, \hat{\otimes}_{s, \pi}^d \ell_d^m) \) and identify the projection \( \Pi_{D_{d}^m} \) with its corresponding element in \( \mathcal{L}(\hat{\otimes}_{s, \pi}^d \ell_d^m, \ell_d^m) \).

Now, by the assumption of the \( d \)-Extension Property on the space \( E \), there exists a polynomial \( \hat{P} \in \mathcal{P}^{(d)} \) which extends \( P \) with a norm satisfying \( \| \hat{P} \| \leq M \| P \| \). Thus, by the estimates written in Lemma 1.2 the linear operator \( \Psi_1(\hat{P}_F) \in \mathcal{L}(F, (\hat{\otimes}_{s, \pi}^d F)^*) \) has a norm bounded by \( M \| \psi \circ (\Pi_{D_{d}^m})^* \circ \phi \circ T^{-1}_G \| \).
Now we construct a projection map defined on $\ell^N_d$ onto $B^m_d$. To facilitate the reading, we collect in a diagram the action of the operators involved in the projection:

$$
\begin{array}{c}
\ell^N_d \xrightarrow{T} F \xrightarrow{\Psi_1(\hat{P}_{|\nu})} (\hat{\otimes}^d_{s,\pi} F)^*
\\
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4. In context with two other extension properties: open questions and closing remarks

In this final section we put the $d$-Extension Property in context with other extension properties by means of the canonical isomorphisms between polynomials, multilinear maps and linear operators on tensor product spaces, summarized in Lemma 1.1.

From these canonical isomorphisms one can prove the following equivalent form of the $d$-Extension Property, as was introduced in Definition 1.3:

**Proposition 4.1.** Given $d \in \mathbb{N}$, a Banach space $E$ has the $d$-Extension Property if and only if for every symmetric multilinear form $T \in \mathcal{L}(F \times \ldots \times F)$ there exists a multilinear form $\hat{T} \in \mathcal{L}(E \times \ldots \times E)$ such that $\hat{T}|_{F \times \ldots \times F} = T$.

In this case, it is possible to choose $\hat{T}$ symmetric, since the symmetrization of $\hat{T}$ is a symmetric extension of $T$.

This form of the property immediately reveals a relation with the so-called $d$-Multilinear Extension Property studied in [12]. For $d \in \mathbb{N}$, $d > 1$, recall that a Banach space $E$ is said to have the $d$-Multilinear Extension Property if every continuous multilinear form defined on the product $F_1 \times \ldots \times F_n$ of closed subspaces of $E$ has an extension to a continuous multilinear form defined on $E \times \ldots \times E$ (see [12, Definition 2.1]). The following relation is easily derived:

**Proposition 4.2.** Given $d \in \mathbb{N}$, if $E$ has the $d$-Multilinear Extension Property, then $E$ has the $d$-Extension Property.

**Proof.** Let $E$ be a Banach space which has the $d$-Multilinear Extension Property. If we use the equivalent form in Proposition 4.1 the proof is immediate: Given a symmetric multilinear form $T$ defined on $F \times \ldots \times F$, there exists, by hypothesis, a multilinear operator $\hat{T}$ defined on $E \times \ldots \times E$ which is an extension of $T$. □

Thus far, we do not know if these two properties are actually different. Moreover, it is not known if any of them is different from having type 2, in the case where $d = 2$, or different from the space to be isomorphic to a Hilbert space when $d > 2$ (see [12, Question 3.4], [11, Problem 1], [12, Question 3.13] and [11, Problem 2], respectively). We can see, however, that symmetry plays a significant role in the study of the extendibility of multilinear maps. This is the situation in the following case:

Consider a Banach space $E$ such that the space $\ell_p$ is finitely representable in $E$, for $2 < p < \infty$. Then:

1. If $\frac{p}{p-1} \leq d$, then $E$ does not have the $d$-Multilinear Extension Property ([12, Theorem 3.8]).
2. If $p \leq d$ and $p \in \mathbb{N}$, then $E$ does not have the $d$-Extension Property (Theorem 3.3).

We do not know if statement (2) remains true when condition “$p \in \mathbb{N}$” is removed. That is, if it is true that whenever $2 < p < \infty$, $p \in \mathbb{R}$ and $\ell_p$ is finitely representable in a Banach space $E$, the space $E$ does not have the $d$-Extension Property for every $p \leq d$. We can prove that this is true if the following question has an affirmative answer:
**Question.** Let $2 < p < q < \infty$. Do there exist a closed subspace $X_p \subset \ell_p$ isomorphic to $\ell_p$ and a symmetric (with respect to the corresponding canonical basis) bounded operator $S \in \mathcal{L}_s(X_p, \ell_q)$ which does not have an extension to an operator $\tilde{S} \in \mathcal{L}_s(\ell_p, \ell_q)$?

This question asks for a symmetric version of the statement “$\ell_q$ does not have the $M_p$ property, when $2 < p < q < \infty$”, found in [5]. It is worth mentioning, however, that for our purposes, it is necessary to ask the subspace $X_p$ to be isomorphic to $\ell_p$.

Note that the symmetry involved in the polynomial case has another effect: When $d > 2$, statement (1) holds for $\frac{p}{2} + 1 \leq d$, while the inequality in statement (2) is $p \leq d$. Here the difference arises from the loss of freedom in the choice of the subspaces: in the polynomial case, the closed subspaces $F_i \subset E$ for $i = 1, \ldots, d$, must all coincide.

The loss of freedom in the choice of the subspaces is also reflected in the especially relevant case of degree 2 forms: Every Banach space which has the Bilinear Extension Property has weak type 2 (see Theorem 3.1 and Remark 3.2 in [12] for this result and [20] for an extensive study of weak type 2 spaces). In the polynomial context, the question remains open:

**Question.** Let $E$ be a Banach space with the 2-Extension Property. Does $E$ have weak type 2?

Another local property comes into the picture, with a slightly different origin: the so-called Maurey Extension Property. Recall that a Banach space $E$ is said to have the Maurey Extension Property if every bounded operator defined on an arbitrary closed subspace of $E$ with values on an arbitrary Banach space of cotype 2 extends to a bounded operator on $E$. As in the 2-Extension Property and the Bilinear Extension Property cases, it is not known if the Maurey Extension Property is different from that of the space having type 2. P.G. Casazza and N. J. Nielsen have an extensive study of the Maurey Extension Property in [5], where sufficient conditions for both properties (having type 2 and the Maurey Extension Property) to be equivalent are given. The unified treatment of these local properties makes it reasonable to ask if the conditions provided in [5, Theorem 2.4] (as is, for example, the Gordon-Lewis property) are also sufficient conditions for a Banach space with the 2-Extension Property or the Bilinear Extension Property to be a type 2 space.
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