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Abstract. In the present paper, we study the class $LP_n$ which consists of Laurent polynomials

$$P(z) = (n+1) + \sum_{k=1}^{n} c_k(z^k + z^{-k}),$$

with all coefficients $c_k$ equal to $-1$ or $1$. Such polynomials arise in the study of Barker sequences of even length — binary sequences with minimal possible autocorrelations. By using an elementary (but not trivial) analytic argument, we prove that polynomials $R_n(z)$ with all coefficients $c_k = 1$ have minimal Mahler measures in the class $LP_n$. In conjunction with an estimate $M(R_n) > n - 2/\pi \log n + O(1)$ proved in an earlier paper, we deduce that polynomials whose coefficients form a Barker sequence would possess unlikely large Mahler measures. A generalization of this result to $L_s$ norms is also given.

1. Introduction and motivation of the problem

Let $a_0, a_1, \ldots, a_n$ be the sequence of complex numbers, all of modulus $|a_j| = 1$. For this sequence, the aperiodic autocorrelation coefficients $c_k, -n \leq k \leq n$, are defined by

$$c_k := \sum_{j=0}^{n-k} a_j \bar{a}_{k+j} \quad \text{for} \quad 0 \leq k \leq n \quad \text{and} \quad c_{-k} := c_k.$$

The sequences $a_k$ having small autocorrelation values $|c_k|$ have a long history in signal processing; see [1], [11] and [13]. In particular, the sequences which have all numbers $a_k$ equal to $1$ or $-1$ and $|c_k| \leq 1$ for $k \neq 0$ are called Barker sequences. Since we enumerate the terms in the sequence starting with $0$, the length of the sequence is equal to $n + 1$ — we shall keep this convention in mind through the paper.

Clearly, all the restrictions to which Barker sequences are subjected seem to be quite special and hard to satisfy. Because of this it is widely believed that only finitely many Barker sequences exist. Turyn and Storer [28] proved that no Barker
sequences of odd length exist for \( n \geq 13 \). Thus, by the result of Turyn and Storer \([28]\), all the Barker sequences which are longer than 12 should have even length. However, all the known Barker sequences of even length are very short:

\[
\begin{align*}
n = 1 : & \quad ++, \quad --, \quad +- , \quad -+ , \\
n = 3 : & \quad ++- , \quad --+, \quad +--, \quad --+, \quad +++, \quad --+ , \quad +++,
\end{align*}
\]

Furthermore, it is possible to obtain all the 12 Barker sequences above from two of them, say, ++, +++. This can be achieved by using three simple operations: inverting the signs of all numbers of the sequence at once, inverting every second term of the sequence, or by rewriting the sequence backwards.

In view of this situation, one would expect to find a simple and concise proof that there exist no Barker sequences of even length greater than 4. However, the proof of nonexistence of long Barker sequences still remains elusive despite a substantial amount of research in the last 45 years. This problem has been attacked by combinatorial and number theoretical methods. We remark that various restrictions on the possible values of \( n \) were derived by Eliahou, Kervaire, Saffari \([7, 8]\), Jedwab and Lloyd \([14]\), Leung and Schmidt \([21]\) and Turyn \([25, 26, 27]\). These restrictions were used to check the nonexistence of Barker sequences on computers for very large values of \( n \). The current computation record belongs to Mossinghoff \([18]\), who showed that if a Barker sequence of even length exists, then either \( n = 189260468001034441522766781604 \) or \( n > 2 \cdot 10^{30} \). All the mentioned results provide strong evidence in support of the nonexistence conjecture.

In recent literature \([5]\) and \([23]\), the question of the existence of long Barker sequences was tied to the existence of polynomials with small integer coefficients \( \{-1, 1\} \) having remarkable analytic properties. In particular, the polynomials constructed by means of long Barker sequences are thought to have extremely large Mahler measures and \( L_s \) norms on the unit circle, which seems to be unlikely. The questions about the existence of such extremal polynomials go back to Littlewood \([29, 30]\), Mahler \([16]\) and Erdős \([10]\) and have been open for half a century now.

In the present paper we will also focus on the polynomial setting. In Section 2 we will explain in detail the relation between the Barker conjecture and the conjectures on extremal Mahler measures and \( L_s \) norms of polynomials. We will state two problems whose solution implies the Barker conjecture. Finally (and most importantly), we will solve one of these two problems.

2. **Barker Sequences and Norms of Polynomials on the Unit Circle**

Let \( P(z) = a_n (z - \alpha_1)(z - \alpha_2) \cdots (z - \alpha_n) \in \mathbb{C}[z] \) be a complex polynomial. The Mahler measure of \( P(z) \) is defined by

\[
M(P) = |a| \prod_{j=1}^n \max \{1, |\alpha_j|\}.
\]

In view of Jensen’s formula \([17]\), one has

\[
\log M(P) = \frac{1}{2\pi} \int_0^{2\pi} \log |P(e^{it})|dt.
\]
More generally, for a real number $s > 0$, the integral $L_s$ norm of a complex polynomial is defined by the formula
\[
\|P\|_s = \left( \frac{1}{2\pi} \int_0^{2\pi} |P(e^{it})|^s dt \right)^{1/s}.
\]
We should make a note here that $\| \cdot \|_s$ is a norm in $\mathbb{C}[z]$ (as a vector space over $\mathbb{C}$) only if $s \geq 1$. $L_s$ norms have the continuity property: if the polynomial $P(z)$ is fixed, then the norm $\|P\|_s$ is a monotonically increasing and continuous function of $s$. Moreover,
\[
\lim_{s \to 0^+} \|P\|_s = M(P), \quad \lim_{s \to \infty} \|P\|_s = \|P\|_\infty = \sup_{|z|=1} |P(z)|.
\]
Hence the Mahler measure of $P(z)$ is sometimes called $L_0$ norm of $P(z)$. Here is one more important observation. If $Q(z) \in \mathbb{C}[z, 1/z]$ is a nonzero Laurent polynomial, then there exists a unique polynomial $P(z) \in \mathbb{C}[z]$, $P(0) \neq 0$, such that $Q(z)$ may be rewritten as $Q(z) = z^{-k} P(z)$ for some integer power $k$. We define $M(Q) := M(P)$, $\|Q\|_s := \|P\|_s$. Since $P(z)$ and $Q(z)$ have the same absolute values on the unit circle, one can use the integral formulas with $Q(z)$ instead of $P(z)$ to calculate $M(Q)$ and $\|Q\|_s$. This notation allows a considerable simplification of the formulas.

We remark that, in general, the computation of Mahler measures or $L_s$ norms of an arbitrary complex polynomial is a hard problem. For practical computations, the most useful is the $L_2$ norm. By Parseval’s identity, the $L_2$ norm of the polynomial
\[
P(z) = a_n z^n + \cdots + a_1 z + a_0
\]
is given explicitly by
\[
\|P\|_2 = (|a_n|^2 + \cdots + |a_1|^2 + |a_0|^2)^{1/2}.
\]
As for the values of $M(P)$ and $\|P\|_s$, $s \neq 2$, some rough estimates in terms of coefficients of the polynomial are more useful; see [3] and [22]. Most often, these estimates use the easily computable $L_2$ norm as a reference point. For instance, $M(P) < \|P\|_2$ by the monotonicity property. Hence it is natural to ask the following question:

**Question 2.1.** Given a polynomial $P(z) \in \mathbb{C}[z]$, how large is the Mahler measure $M(P)$ of this polynomial in relation to its $L_2$ norm?

Mahler [16] investigated the maximum of $M(P)$ for polynomials with bounded coefficients. Mahler proved that $M(P)$ is maximized if one takes polynomials $P$ with complex coefficients of equal modulus. Subsequently, Fielding [12], Beller and Newman [2] proved that for such polynomials, the maximum of $M(P)/\|P\|_2$ tends to 1 as the degree $n$ increases to infinity.

Recall that a polynomial $p(z) \in \mathbb{Z}[z]$ is called a Littlewood polynomial if all coefficients of $p(z)$ are equal to 1 or $-1$. The set of Littlewood polynomials is denoted by
\[
\mathcal{L}_n := \{ p(z) = a_n z^n + \cdots + a_0 : a_j = 1 \text{ or } a_j = -1, \ 0 \leq j \leq n \}.
\]
Obviously, the $L_2$ norm of a Littlewood polynomial $p \in \mathcal{L}_n$ is $\|p\|_2 = \sqrt{n+1}$. In contrast with a general complex case $P(z) \in \mathbb{C}[z]$, it is not known whether Mahler measures of $p \in \mathcal{L}_n$ can be arbitrarily close to or are bounded away from $L_2$ norm, i.e. if there exists a constant $c > 0$ such that $M(p)/\sqrt{n+1} < c < 1$ for all $p \in \mathcal{L}_n$. Here we formulate a weaker conjecture:
Conjecture 2.2. For any polynomial \( p(z) \in \mathcal{L}_n, n \geq 1 \), there exists an absolute constant \( c > 0 \) such that
\[
M(p) < \sqrt{n+1} - c.
\]

Even in this weak form, Conjecture 2.2 is still open. Newman [19], [20] and Littlewood [29], [30] asked similar questions for the \( L_1 \) norm instead of the Mahler measure. By the monotonicity property of \( L_s \) norms, proving Conjecture 2.2 for the \( L_1 \) norm also implies the same result for the Mahler measure. The best known result towards Conjecture 2.2 is
\[
M(p) < ||p||_1 < \sqrt{n+0.91}.
\]
This inequality has been obtained in [5] by optimizing a previous estimate of Newman [19]. Recently, Erdélyi made significant progress in this direction by proving the \( L_1 \) version of Conjecture 2.2 for cyclotomic Littlewood polynomials (see [9]).

Littlewood polynomials are very convenient in signal analysis to study properties of binary sequences and Barker sequences in particular. Recall that the polynomial \( p(z) \in \mathcal{L}_n \) is called a Barker polynomial if the coefficients \( a_0, a_1, \ldots, a_n \) form a Barker sequence of length \( n+1 \). Since the autocorrelations of the coefficients do not change in magnitude by replacing the polynomial \( p(z) \) with \( p(-z) \) or \( -p(-z) \), one can normalize Barker polynomials using the conditions \( a_n = a_{n-1} = 1 \). Also, if \( p(z) \) is a Barker polynomial, then the reciprocal polynomial \( p^*(z) = z^n p(1/z) \) is also a Barker polynomial. With our convention in mind, the Barker sequences of even length \( n+1 \) correspond to the Barker polynomials of odd degree \( n \). So there are essentially two interesting Barker polynomials of odd degree, namely \( z+1 \) and \( z^3 + z^2 + z - 1 \). Only according to the conjecture can all odd Barker polynomials be obtained from the two basic ones.

In [23], Saffari proved that Barker polynomials of large degree would possess the property of flatness, namely,
\[
c_1 \sqrt{n+1} < |p(z)| < c_2 \sqrt{n+1},
\]
on the complex unit circle \( |z| = 1 \) for some positive constants \( c_1 \) and \( c_2 \). The very existence of such flat polynomials is yet another old question which dates back to Littlewood [29], [30] and Erdős [10]. By using the estimate of Saffari, Borwein and Mossinghoff showed in [5] that if an infinite sequence of Barker polynomials would exist, they should have extremely large Mahler measures: \( M(p) > \sqrt{n+1} - 1 \) by Theorem 4.1 in [5]. In view of the last estimate, we formulate the second conjecture on Mahler measures of Barker polynomials.

Conjecture 2.3. Suppose that \( p_{n_k}(z) \) is an infinite sequence of Barker polynomials of increasing degree \( n_k \). Then one has
\[
\lim_{k \to \infty} \left( M(p_{n_k}) - \sqrt{n_k+1} \right) = 0.
\]
We note that if both Conjectures 2.2 and 2.3 are true, then there are only finitely many Barker sequences. In Section 3 we shall completely solve Conjecture 2.3. Although Conjecture 2.2 is still open, recent results [9] provide some hope that Conjecture 2.2 can be settled in the affirmative.
3. Main results

We use the notation introduced in the previous paper [4]. Let \( n \in \mathbb{N} \) be odd. We define \( \mathcal{L}P_n \) to be the class of Laurent polynomials \( P(z) \) of the form

\[
P(z) = (n + 1) + \sum_{\begin{smallmatrix} k=1 \\ k \text{ odd} \end{smallmatrix}}^{n} c_k (z^k + z^{-k}),
\]

with all the coefficients \( c_k \in \{-1, 1\} \). Such auxiliary polynomials arise in a natural way in connection with Barker polynomials of odd degree. Indeed, if \( p(z) \) is a Barker polynomial of degree \( n \), then the product \( p(z)p(1/z) \) is a Laurent polynomial which belongs to the class \( \mathcal{L}P_n \); see [4]. Mahler measure and \( L_s \) norms of polynomials \( P \in \mathcal{L}P_n \) are defined by the respective integral formulas. One should note that, while Barker polynomials of large degree are only hypothetical, the class \( \mathcal{L}P_n \) exists and has some very peculiar extremal properties. As in [4], the notation \( R_n(z) \) shall be reserved for the polynomials which have all coefficients \( c_k = 1 \):

\[
R_n(z) = (n + 1) + \sum_{\begin{smallmatrix} k=-n \\ k \text{ odd} \end{smallmatrix}}^{n} z^k.
\]

After some computer experimentation, we have conjectured in [4] that the polynomials \( R_n(z) \) and \( R_n(-z) \) have smallest possible Mahler measures in \( \mathcal{L}P_n \). Now we are able to prove this result.

**Theorem 3.1.** If a polynomial \( P \in \mathcal{L}P_n \), then \( M(P) \geq M(R_n) \).

One should note that precise extremal results such as Theorem 3.1 are quite rare. In general, it is hard to establish nontrivial lower bounds for Mahler measures of polynomials. See, for example, a nice survey of Smyth [24]. Surprisingly, Theorem 3.1 admits a simple (but not trivial) analytical proof.

In the previous paper [4], we also proved the estimate

\[
M(R_n) > n - \frac{2}{\pi} \log n + O(1).
\]

Now, let \( p(z) \) be a Barker polynomial. Then \( P(z) = p(z)p(1/z) \in \mathcal{L}P_n \). Then

\[
M(p)^2 = M(p(z))M(p(1/z)) = M(p(z)p(1/z)) = M(P).
\]

Theorem 3.1 implies the following corollary:

**Corollary 3.2.** For any Barker polynomial \( p(z) \) of degree \( n \), we have

\[
M(p) \geq \left( n - \frac{2}{\pi} \log n + O(1) \right)^{1/2}.
\]

This improves Theorem 4.1 in [5]. In addition to this,

\[
\sqrt{n+1} - \left( n - \frac{2}{\pi} \log n + O(1) \right)^{1/2} \sim \frac{\log n}{\pi \sqrt{n+1}} \to 0
\]

as \( n \to \infty \). Hence Conjecture 2.3 is proved.

In fact, one can extend the argument of the proof of Theorem 3.1 to prove a more general result on the extremal \( L_s \) norms of the polynomials in the class \( \mathcal{L}P_n \).
Theorem 3.3. For \( s < 1 \), the polynomials \( R_n(\pm z) \) have minimal \( L_s \) norms in the class \( \mathcal{L}P_n \). On the other hand, \( R_n(z) \) have maximal \( L_s \) norms in \( \mathcal{L}P_n \) for \( s \in [2j - 1, 2j] \), \( j \in \mathbb{N} \), and also for all \( s \) which are sufficiently large: \( s > s_0(n) \).

Theorem 3.3 is of less significance for studying Barker polynomials. Nevertheless, we include this result to demonstrate that the integral norms in the set \( \mathcal{L}P_n \) are bounded in a predictable way, which is not the case for general complex polynomials in \( \mathbb{C}[z] \).

4. Proofs

We give full proofs of Theorem 3.1 and Theorem 3.3. We need some notation. Set \( N := n + 1 \). Let

\[
T(z) = \sum_{k=1}^{n} c_k z^k \quad \text{and} \quad U_n(z) = \sum_{k=1}^{n} z^k.
\]

Then \( P(z) = N + T(z) \) and \( R_n(z) = N + U_n(z) \). From the proof of Theorem 2.3 in [4], for any real number \( t \in [0, 2\pi) \), one has

\[
T(e^{it}) = 2 \sum_{k=1}^{n} c_k \cos kt \quad \text{and} \quad U_n(e^{it}) = 2 \sum_{k=1}^{n} \cos kt = \frac{\sin Nt}{\sin t}.
\]

We start with the simple observation.

Lemma 4.1. For any \( m \in \mathbb{Z}, \ m \geq 0 \),

\[
\frac{1}{2\pi} \int_{0}^{2\pi} T^m(e^{it})dt \leq \frac{1}{2\pi} \int_{0}^{2\pi} U_n^m(e^{it})dt.
\]

Moreover, the equality only holds for \( T(z) = U_n(z) \). For odd \( n \), we have

\[
\frac{1}{2\pi} \int_{0}^{2\pi} T^m(e^{it})dt = \frac{1}{2\pi} \int_{0}^{2\pi} U_n^m(e^{it})dt = 0
\]

for any odd \( m \).

Proof. Write

\[
T^m(z) = \left( \sum_{k=1}^{n} z^k \right)^m = \sum_{k=-mn}^{mn} A_k z^k,
\]

where the coefficients \( A_k \) are defined by

\[
A_k := \sum_{k_1 + \ldots + k_m = k, \ -n \leq k_j \leq n, \ k_j \text{- odd}} c_{k_1} \cdots c_{k_m}.
\]

Since

\[
\frac{1}{2\pi} \int_{0}^{2\pi} e^{ikt}dt = \begin{cases} 0, & \text{if } k \neq 0, \\ 1, & \text{if } k = 0, \end{cases}
\]

this yields

\[
\frac{1}{2\pi} \int_{0}^{2\pi} T^m(e^{it})dt = \sum_{k=-mn}^{mn} \frac{A_k}{2\pi} \int_{0}^{2\pi} e^{ikt}dt = A_0.
\]
Observe that \( A_0 \) achieves maximal value if and only if all products \( c_{k_1} \cdots c_{k_m} \) in the sum are equal to 1. This is possible if all the coefficients \( c_k = 1 \), i.e., \( T(z) = U_n(z) \). This proves the result.

To prove the last assertion, since all \( m \) and \( k_j \) are odd, then
\[ k_1 + \cdots + k_m \equiv 1 + \cdots + 1 \equiv 1 \not\equiv 0 \pmod{2}, \]
and hence \( A_0 = 0 \). \( \square \)

**Proof of Theorem 3.1** From now on, we assume that \( n \) and \( N = n + 1 \) are fixed. Let \( P(z) \in \mathcal{L}P_n \). If \( P(z) = R_n(\pm z) \), then the proof is obvious. Assume that \( P(z) \neq R_n(z) \). Recall that

\[
(4.2) \quad -\log(1 - u) = u + \frac{u^2}{2} + \cdots + \frac{u^m}{m} + \ldots
\]

holds for any real number \( u \in [-1,1) \). Moreover, the infinite series converges absolutely if \( |u| < 1 \). If \( P(z) \neq R_n(\pm z) \), then the polynomial \( T(z) \) of \( P(z) \) satisfies \( |T(e^{it})| \leq \delta N, \ t \in [0, 2\pi) \), where

\[
\delta(T) := \max_{t \in [0, 2\pi)} \frac{|T(e^{it})|}{N} < 1.
\]

To see this, note that the only polynomials \( T(z) \) which achieve the value \(-N \) or \( N \) for some \( z = e^{it}, \ t \in [0, 2\pi) \), have all coefficients \( c_k = 1 \) or all \( c_k = -1 \) at \( t = 0 \) or \( t = \pi \), respectively, so \( T(z) = \pm U_n(z) \) and \( P(z) = \pm R_n(z) \).

Hence, for \( u = T(e^{it})/N \) in (4.2), the Weierstrass M–criterion implies that the series converges uniformly for all \( t \in [0, 2\pi) \) if \( T(z) \neq \pm U_n(z) \). Since the convergence is uniform with respect to \( t \), we can integrate and exchange the integration and summation and get

\[
- \int_0^{2\pi} \log \left(1 - \frac{T(e^{it})}{N}\right) dt = \sum_{m=1}^{\infty} \int_0^{2\pi} \frac{T^m(e^{it})}{mN^m} dt.
\]

The application of Lemma 4.1 gives

\[
\sum_{m=1}^{\infty} \int_0^{2\pi} \frac{T^m(e^{it})}{mN^m} dt \leq \sum_{m=1}^{\infty} \int_0^{2\pi} \frac{U_n^m(e^{it})}{mN^m} dt.
\]

The next step is to show that

\[
(4.3) \quad \sum_{m=1}^{\infty} \int_0^{2\pi} \frac{U_n^m(e^{it})}{mN^m} dt = - \int_0^{2\pi} \log \left(1 - \frac{U_n(e^{it})}{N}\right) dt.
\]

To see this, first note that the normalized Dirichlet kernel

\[
g(t) = \frac{U_n(e^{it})}{N} = \frac{\sin (Nt)}{N \sin t}
\]

takes the value of maximal modulus 1 in the interval \([0, 2\pi]\) only at \( t = 0 \) or \( t = 2\pi \). Hence, \( |g(t)| < \varrho \) for some \( \varrho < 1 \) in the interval \( I = [\pi/N, 2\pi - \pi/N] \). Using (1.2) with \( u = g(t) \) one obtains

\[
- \log (1 - g(t)) = \sum_{m=1}^{\infty} \frac{g^m(t)}{m},
\]

and the convergence is uniform in the interval \( I \). Thus one can integrate (4.4) over \( I \) and exchange the integration and summation. Next, observe that in the
complement interval $J = [0, 2\pi]/I$, the Dirichlet kernel $g(t)$ is positive. Hence the series on the right hand side of (4.4) monotonically converges to the function on the right hand side pointwise in the interval $J$, with the exception of the points $t = 0$ and $t = 2\pi$. By the Lebesgue monotone convergence theorem, the series are integrable in $J$, and one can exchange integration and summation. It follows that (4.4) is integrable in $I \cup J = [0, 2\pi]$, and the exchange of integration and summation proves (4.3). Thus we have proved that

$$- \int_0^{2\pi} \log \left(1 - \frac{T(e^{it})}{N}\right) dt \leq - \int_0^{2\pi} \log \left(1 - \frac{U_n(e^{it})}{N}\right) dt.$$

It remains to observe that the integral on the right hand side of the above identity is equal to $2\pi (\log M(P(-z)) - \log N)$ and that the integrand on the right hand side is $2\pi (\log M(R_n(-z)) - \log N)$ by Jensen’s formula. Multiplying the last inequality by $-1$ leads to the desired result. \qed

Proof of Theorem 3.3 We use the integral $L_s$ norm formula instead of Jensen’s formula and the binomial formula instead of $-\log(1-u)$:

$$(1+u)^s = \sum_{m=0}^{\infty} \binom{s}{m} u^m, \quad \text{for } |u| < 1.$$

We have

$$\|P/N\|_s^s = \frac{1}{2\pi} \int_0^{2\pi} \left|\frac{P(e^{it})}{N}\right|^s dt = \frac{1}{2\pi} \int_0^{2\pi} \left(1 + \frac{T(e^{it})}{N}\right)^s dt = \frac{1}{2\pi} \int_0^{2\pi} \sum_{m=0}^{\infty} \binom{s}{m} \left(\frac{T(e^{it})}{N}\right)^m dt.$$

The integration and summation can be exchanged using the uniform convergence argument if $T(z) \neq \pm U_n(z)$. By the second part of Lemma 4.1, one has

$$\frac{1}{2\pi} \int_0^{2\pi} T^m(e^{it}) dt = \frac{1}{2\pi} \int_0^{2\pi} U_n^m(e^{it}) dt = 0, \quad \text{if } m \text{ is odd.}$$

Hence

$$\|P/N\|_s^s = \frac{1}{2\pi} \sum_{m=0}^{\infty} \binom{s}{2m} \int_0^{2\pi} \left(\frac{T(e^{it})}{N}\right)^{2m} dt.$$

The binomial coefficients are given by

$$\binom{s}{0} = 1, \quad \binom{s}{m} = \frac{s(s-1)\cdots(s-m+1)}{m!} \quad \text{for } m = 1, 2, 3, \ldots.$$
If $0 < s < 1$, the coefficients \( \binom{s}{2m} \) are negative for $m \geq 1$, whereas \( \binom{s}{2m+1} \) are positive for $m \geq 0$. By the first part of Lemma 4.1

\[
-\|P/N\|_s^s = \frac{1}{2\pi} \sum_{m=0}^{\infty} \left( \binom{s}{2m} \right) \int_0^{2\pi} \left( \frac{T(e^{it})}{N} \right)^{2m} dt
\]

\[
\leq \frac{1}{2\pi} \sum_{m=0}^{\infty} \left( \binom{s}{2m} \right) \int_0^{2\pi} \left( \frac{U_n(e^{it})}{N} \right)^{2m} dt
\]

\[
= -\frac{1}{2\pi} \int_0^{2\pi} \left( 1 + \frac{U_n(e^{it})}{N} \right)^s dt
\]

\[
= -\frac{1}{2\pi} \int_0^{2\pi} \left| \frac{R_n(e^{it})}{N} \right|^s dt = -\|R_n/N\|_s^s,
\]

since the constant term $m = 0$ in the binomial power series is the same on both sides. The exchange of the integration and summation in the binomial series is possible by the uniform convergence in the interval $I = [\pi/N, 2\pi - \pi/N]$ and the Lebesgue monotone convergence argument in the interval $J = [0, 2\pi] \setminus I$. The usage of the monotone convergence is a bit more tricky, however. To accomplish this, consider the even and odd power parts

\[
\sum_{m=0}^{\infty} \binom{s}{2m} \left( \frac{U_n(e^{it})}{N} \right)^{2m}, \quad \sum_{m=0}^{\infty} \binom{s}{2m+1} \left( \frac{U_n(e^{it})}{N} \right)^{2m+1}
\]

in the binomial power series of $(1 + U_n(e^{it})/N)^s$. The first series is monotonically decreasing, while the second series is monotonically increasing to the limit function value pointwise in the complement interval $I$, with the exception of two points $t = 0$ and $2\pi$. Hence, the even and odd power parts and their sum are integrable term by term in the interval $J$. This completes the proof of $\|P\|_s \geq \|R_n\|_s$ for $s \in (0, 1)$.

Now suppose that $s \geq 1$. The binomial coefficients $\binom{s}{m}$ are positive for $m < s + 1$. If $s$ is an integer, the binomial coefficient $\binom{s}{m} = 0$ for $m \geq s + 1$. If $s \notin \mathbb{N}$, binomial coefficients alternate in sign for $m > s + 1$, and the first negative coefficient occurs at $m = \lfloor s \rfloor + 2$ (here $\lfloor s \rfloor$ denotes the integer part of a real number). Thus

\[
\binom{s}{2m} \geq 0 \text{ for } m = 0, 1, 2, \ldots \quad \text{if } s \in (2j - 1, 2j), \ j \in \mathbb{N}.
\]

Hence

\[
\|P/N\|_s^s = \frac{1}{2\pi} \sum_{m=0}^{\infty} \left( \binom{s}{2m} \right) \int_0^{2\pi} \left( \frac{T(e^{it})}{N} \right)^{2m} dt
\]

\[
\leq \frac{1}{2\pi} \sum_{m=0}^{\infty} \left( \binom{s}{2m} \right) \int_0^{2\pi} \left( \frac{U_n(e^{it})}{N} \right)^{2m} dt
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} \left| \frac{R_n(e^{it})}{N} \right|^s dt = \|R_n/N\|_s^s.
\]

This proves the result. Also, observe that the same argument fails if $s \in (2j, 2j + 1)$, since $\binom{s}{2m} > 0$ for $2m < s + 1$, while $\binom{s}{2m} < 0$ for $2m > s + 1$. 
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It remains to prove the last statement of Theorem 3.3. Recall that for a fixed polynomial $P(z)$, the norm $\|P\|_s$ is a continuous, monotonically increasing function of $s$ and $\lim_{s \to \infty} \|P\|_s = \|P\|_\infty$. Since the polynomials $R_n(z)$ have maximal infinity norms $\|R_n\|_\infty = 2(n+1)$ in the class $LP_n$, it follows that $R_n(z)$ have maximal norms for all $s$ sufficiently large. □
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