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Abstract. In this work we provide a method to compute the determinants and inverses of the generalized moment matrices. Using this method we also give lower bounds for the smallest eigenvalue of such matrices.

1. Introduction

It is well-known that Gram matrices generalize moment matrices and that the generalized moment matrices extend the classical Hilbert matrices, [6]; thus it is natural to consider the inverses and determinants of generalized moment matrices. The location of the smallest eigenvalue of such matrices is also a very interesting problem; for example, see [2]. In this note we will demonstrate that, just as in the case for Hilbert matrices, we can find closed formulas for determinants and inverses for generalized moment matrices systematically. Furthermore, we provide lower bounds for the smallest eigenvalue of the matrices.

Given a probability measure $d\mu(x)$ on $\mathbb{R}$ such that $\int_{\mathbb{R}} x^{2n} d\mu(x) < \infty$ for all $n \in \mathbb{R}$, we define the inner product for $d\mu(x)$ square integrable functions $f(x)$ and $g(x)$ by

$$ (f, g) = \int_{-\infty}^{\infty} f(x) g(x) d\mu(x). $$

For each $n \in \mathbb{N} \cup \{0\}$, let $G_n = (m_{j,k})_{j,k=0}^{n}$ with $m_{j,k} = (u_j, u_k)$ for $j, k = 0, 1, \ldots, n$, where $\{u_k(x)\}_{k=0}^{\infty}$ is a sequence of polynomials with $u_0(x) = 1$ such that for each $k$, $u_k(x)$ is of degree exactly $k$. Then there is an essentially unique orthonormal system $\{p_k(x)\}_{k=0}^{\infty}$ [1, 3, 5],

$$ p_n(x) = \frac{1}{\sqrt{\det G_n \det G_{n-1}}} \det \begin{pmatrix} m_{0,0} & m_{0,1} & m_{0,2} & \cdots & m_{0,n} \\ m_{1,0} & m_{1,1} & m_{1,2} & \cdots & m_{1,n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ m_{n-1,0} & m_{n-1,1} & m_{n-1,2} & \cdots & m_{n-1,n} \\ u_0(x) & u_1(x) & u_2(x) & \cdots & u_n(x) \end{pmatrix} $$

with positive leading coefficient in $u_n(x)$. Clearly we have $p_n(x) = \sum_{j=0}^{n} a_{n,j} u_j(x)$ for some real numbers $a_{j,k}$ for $j, k = 0, 1, \ldots, n$ and $a_{j,k} = 0$ for $k > j$. We state our main results as a theorem:
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Theorem 1. For each nonnegative integer \( n \), let \( G_n = (m_{j,k})_{j,k=0}^n \) and \( A_n = (a_{j,k})_{j,k=0}^n \). Then

\[
\det G_n = \prod_{j=0}^n a_{j,j}^{-2}, \quad G_n^{-1} = A_n^T A_n.
\]

Furthermore, let \( \lambda_s(n) \) be the smallest eigenvalue of \( G_n \). Then

\[
\lambda_s(n) \geq \frac{1}{\sum_{\ell=0}^n \{ \sum_{j=0}^\ell |a_{\ell,j}| \}^2}.
\]

Remark 2. In the case \( u_j(x) = x^j, j = 0, 1, \ldots, \) for the most of orthogonal polynomials we can find a \( z_0 \) with \( |z_0| = 1 \) such that for each \( n \), all \( a_{n,j}z_0^j, j = 0, 1, \ldots, n \), have the same sign. Then we have \( \sum_{j=0}^\ell |a_{\ell,j}| = |p_\ell(z_0)| \) and (1.4) becomes

\[
\lambda_s(n) \geq \frac{1}{\sum_{\ell=0}^n \{ p_\ell(z_0) \}^2},
\]

which can be written as

\[
\lambda_s(n) \geq \frac{a_{n+1,n+1}}{a_{n,n} \{ p_{n+1}'(z_0)p_n(z_0) - p'_n(z_0)p_{n+1}(z_0) \}}
\]

by the Christoffel-Darboux formula. From the theory of orthogonal polynomials it is known that the right hand side of (1.5) has a positive limit for an indeterminate moment problem, whereas it has 0 as the limit for a determinant moment problem [2, 3].

2. Proofs

For each \( n \in \mathbb{N} \cup \{0\} \) and \( x_i, a_{i,j} \in \mathbb{C} \) for \( i,j = 0, 1, \ldots, n \), we define

\[
A = \begin{pmatrix}
a_{0,0} & a_{0,1} & \cdots & a_{0,n} \\
a_{1,0} & a_{1,1} & \cdots & a_{1,n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n,0} & a_{n,1} & \cdots & a_{n,n}
\end{pmatrix}, \quad x = \begin{pmatrix}
x_0 \\
x_1 \\
\vdots \\
x_n
\end{pmatrix},
\]

and

\[
\|A\| = \sup_{x \neq 0} \frac{\|Ax\|}{\|x\|}, \quad \|x\| = \sqrt{\sum_{i=0}^b |x_i|^2}.
\]

Lemma 3. For each \( n \in \mathbb{N} \cup \{0\} \) we have \( \|A\| \leq C \), where

\[
C = \sqrt{\left\{ \max_j \sum_{i=0}^n |a_{i,j}| \right\} \cdot \left\{ \max_i \sum_{j=0}^n |a_{i,j}| \right\}}.
\]

In particular, if \( A \) is positive definite, then

\[
\lambda = \|A\| \leq \max_i \sum_{j=0}^n |a_{i,j}|,
\]

where \( \lambda \) is the largest eigenvalue of \( A \).
Proof. For any 

\[ x = \begin{pmatrix} x_0 \\ x_1 \\ \vdots \\ x_n \end{pmatrix}, \quad y = \begin{pmatrix} y_0 \\ y_1 \\ \vdots \\ y_n \end{pmatrix} \]

for \( x_i, y_i \in \mathbb{C}, \ i = 0, 1, \ldots, n \), then

\[ |(Ax, y)| = \left| \sum_{i=0}^{n} \sum_{j=0}^{n} a_{i,j} x_j y_i \right| \]

\[ \leq \sum_{i=0}^{n} \sum_{j=0}^{n} \left| a_{i,j} \right| |x_j| \left| \left| y_i \right| \right| \]

\[ \leq \left| \sum_{i=0}^{n} \max_{j} \sum_{j=0}^{n} |a_{i,j}| x_j^2 \right| \cdot \left| \sum_{i=0}^{n} \sum_{j=0}^{n} |a_{i,j}| |y_i|^2 \right| \]

\[ \leq \left( \max_{j} \sum_{i=0}^{n} |a_{i,j}| \right) \left( \sum_{j=0}^{n} |x_j|^2 \right) \cdot \left( \sum_{i=0}^{n} \max_{j} \sum_{j=0}^{n} |a_{i,j}| \right) \left( \sum_{i=0}^{n} |y_i|^2 \right) \]

\[ = C \left\| x \right\| \cdot \left\| y \right\| . \]

For any nonzero vector \( x \), let \( y = Ax \) to get \( \|Ax\|^2 \leq C \left\| x \right\| \cdot \left\| Ax \right\| \), which implies \( \|A\| \leq C \). Let \( A \) be a positive definite matrix and \( \lambda \) be its largest eigenvalue; then \( \lambda = \|A\| \) by the spectral theorem. Since \( a_{i,j} = a_{j,i} \) for \( i, j = 0, 1, \ldots, n \), then \( C = \max_{j} \sum_{i=0}^{n} |a_{i,j}| \), and consequently we have already proved (2.4). \( \square \)

2.1. Proof of Theorem 1 From (1.2) and \( p_n(x) = \sum_{j=0}^{n} a_{n,j} u_j(x) \) it is clear that

\[ a_{n,n} = \sqrt{\det G_{n-1} / \det G_n}, \quad \det G_n = \prod_{j=0}^{n} a_{j,j}^{-2}. \]

Since both \( \{p_k(x)\}_{k=0}^{n} \) and \( \{u_k(x)\}_{k=0}^{n} \) form a basis for all the polynomials of degree \( n \), \( A_n \) must be invertible for each \( n \in \mathbb{N} \cup \{0\} \). We denote \( A_n^{-1} = (s_{j,k})_{j,k=0}^{n} \); then \( u_j(x) = \sum_{\ell=0}^{n} s_{j,\ell} p_\ell(x) \) for each \( j = 0, 1, \ldots, n \). Clearly, \( s_{j,\ell} = 0 \) for \( \ell > j \). Thus,

\[ m_{j,k} = (u_j(x), u_k(x)) = \sum_{m=0}^{n} s_{j,m} s_{k,m} \]

for \( j, k = 0, 1, \ldots, n \), which is

\[ G_n = A_n^{-1} (A_n^{-1})^T = A_n^{-1} (A_n^T)^{-1}. \]

Then \( G_n^{-1} = A_n^T A_n \). Since \( G_n \) is positive definite, its smallest eigenvalue is positive. Let \( \lambda_n(n) > 0 \) be the smallest eigenvalue; then \( 1 / \lambda_n(n) \) is the largest eigenvalue of \( G_n^{-1} \) by the spectral theorem. Let \( G_n^{-1} = (\gamma_{j,k})_{j,k=0}^{n} \); then

\[ \gamma_{j,k} = \sum_{\ell=0}^{n} a_{\ell,j} a_{\ell,k}, \quad j, k = 0, 1, \ldots, n. \]
Applying Lemma 3 we obtain

\[
\frac{1}{\lambda_s(n)} \leq \max_j \sum_{k=0}^{n} |\gamma_{j,k}| \leq \max_j \sum_{k=0}^{n} \sum_{\ell=0}^{n} |a_{\ell,j}| |a_{\ell,k}|
\]

\[
\leq \sum_{\ell=0}^{n} \left\{ \sum_{j=0}^{n} |a_{\ell,j}| \right\} \left\{ \sum_{k=0}^{n} |a_{\ell,k}| \right\} = \sum_{\ell=0}^{n} \left\{ \sum_{j=0}^{n} |a_{\ell,j}| \right\}^2 ,
\]

which gives (1.4).

3. Examples

3.1. Matrices related to Laguerre polynomials. The normalized Laguerre polynomials \( \ell_n^{(\alpha)}(x) \) are defined by [1, 3, 4, 5]

\[
\ell_n^{(\alpha)}(x) = (-1)^n \sqrt{\frac{n!}{(\alpha + 1)_n}} L_n^{\alpha}(x) = \sqrt{\frac{(\alpha + 1)_n}{n!}} \sum_{k=0}^{n} (-1)^n (-n)_k x^k
\]

for \( n \geq 0 \), and we assume that \( \ell_{-1}^{(\alpha)}(x) = 0 \), where

\[
(a)_n = \frac{\Gamma(a + n)}{\Gamma(a)}, \quad \frac{1}{\Gamma(a)} = a \prod_{j=1}^{\infty} \left( 1 + \frac{a}{j} \right) \left( 1 + \frac{1}{j} \right)^{-a}
\]

for \( a \in \mathbb{C} \) and \( n \in \mathbb{Z} \). Under the condition \( \alpha > -1 \), they satisfy

\[
\int_0^{\infty} \ell_n^{(\alpha)}(x) \ell_m^{(\alpha)}(x) \frac{x^\alpha e^{-x}}{\Gamma(\alpha + 1)} dx = \delta_{mn}, \quad m, n = 0, 1, \ldots,
\]

and the \( n \)-th moment of the measure is

\[
m_n = \int_0^{\infty} x^{\alpha+n} e^{-x} dx = \frac{\Gamma(\alpha + 1)}{\Gamma(\alpha + n)} = (\alpha + 1)_n
\]

for \( n = 0, 1, \ldots \). From (3.1) we obtain

\[
a_{n,k} = \sqrt{\frac{(\alpha + 1)_n (-n)_k (-1)^n}{n! (\alpha + 1)_k k!}}
\]

for \( n, k = 0, 1, \ldots \) by taking \( \mu_j(x) = x^j \) for \( j = 0, 1, \ldots \). Applying Theorem 1 we get

\[
\det ((\alpha + 1)_{j+k})_{0 \leq j, k \leq n} = \prod_{k=0}^{n} \{ k!(\alpha + 1)_k \}
\]

and the inverse matrix

\[
((\alpha + 1)_{j+k})^{-1}_{0 \leq j, k \leq n} = \left( \sum_{\ell=0}^{n} \frac{(\alpha + 1)_\ell (-\ell)_{j+k} (-\ell)_k}{\ell! (\alpha + 1)_{j+k} (\alpha + 1)_k j! k!} \right)_{j,k=0}^{n}.
\]
The smallest eigenvalue of the matrix \(((\alpha + 1)_{j+k})_{0 \leq j, k \leq n}\) is given by

\[
\lambda_s(n) \geq \left\{ \sum_{\ell=0}^{n} \frac{\ell!}{(\alpha + 1)_{\ell}} L_\ell^{(\alpha)}(-1)^2 \right\}^{-1} = \frac{(\alpha + 1)_{n}}{(n + 1)!} \frac{1}{L_n^{(\alpha+1)}(-1)L_n^{(\alpha)}(-1) - L_{n+1}^{(\alpha)}(-1)L_{n-1}^{(\alpha+1)}(-1)},
\]

where we have applied the formula

\[
(3.9) \quad \frac{d}{dx} L_n^{(\alpha)}(x) = -L_{n-1}^{(\alpha+1)}(x).
\]

From the Perron formula [3, 5],

\[
(3.10) \quad L_n^{(\alpha)}(x) = \frac{e^{x/2}}{2\pi} (-x)^{-\alpha/2-1/4} n^{\alpha/2-1/4} \exp \left\{ 2(-nx)^{1/2} \right\} \left\{ 1 + O\left( \frac{1}{n^{1/2}} \right) \right\},
\]

for \(x \in \mathbb{C}\setminus(0, \infty)\), we get

\[
(3.11) \quad L_n^{(\alpha+1)}(-1)L_n^{(\alpha)}(-1) - L_{n+1}^{(\alpha)}(-1)L_{n-1}^{(\alpha+1)}(-1) = \frac{n^{\alpha-1} \exp(4n^{1/2})}{8\pi e} \left\{ 1 + O\left( \frac{1}{n^{1/2}} \right) \right\}
\]

as \(n \to \infty\). This together with

\[
(3.12) \quad \frac{\Gamma(n + \alpha)}{\Gamma(n + \beta)} = n^{\alpha-\beta} \left\{ 1 + O\left( \frac{1}{n} \right) \right\}
\]

gives

\[
(3.13) \quad \left\{ \sum_{\ell=0}^{n} \frac{\ell!}{(\alpha + 1)_{\ell}} L_\ell^{(\alpha)}(-1)^2 \right\}^{-1} = \frac{8\pi e}{\Gamma(\alpha + 1)} \exp(-4n^{1/2}) \left\{ 1 + O\left( \frac{1}{n^{1/2}} \right) \right\}
\]

as \(n \to \infty\).

### 3.2. Matrices related to the \(q\)-Laguerre polynomials.

The normalized \(q\)-Laguerre polynomials \(\ell_n^{(\alpha)}(x; q)\) are defined by [1, 3, 4]

\[
(3.14) \quad \ell_n^{(\alpha)}(x; q) = (-1)^n \sqrt{\frac{(q; q)_n q^n}{(q^{\alpha+1}; q)_n}} L_n^{(\alpha)}(x; q) = \sqrt{\frac{(q^{\alpha+1}; q)_n q^n}{(q; q)_n}} \sum_{k=0}^{n} \frac{(q^{-n}; q)_k q^{(\alpha+n)k} x^k}{(-1)^n(q; q)_k (q^{\alpha+1}; q)_k}
\]

for \(n \geq 0\), and we assume that \(\ell_{-1}^{(\alpha)}(x; q) = 0\), where

\[
(3.15) \quad (a; q)_\infty = \prod_{k=0}^{\infty} (1 - a q^k), \quad (a; q)_n = \frac{(a; q)_\infty}{(aq^n; q)_\infty}
\]

and

\[
(3.16) \quad (a_1, a_2, \ldots, a_m; q)_n = \prod_{j=1}^{m} (a_j; q)_n
\]
for $z \in \mathbb{C}$, $q \in (0, 1)$, $n \in \mathbb{Z}$ and $m \in \mathbb{N}$. The moment problem of the $q$-Laguerre polynomials is indeterminate, and one of the orthogonalities is

\begin{equation}
\int_{0}^{\infty} \ell_{n}^{(\alpha)}(x; q) \ell_{m}^{(\alpha)}(x; q) w(x) \, dx = \delta_{m,n},
\end{equation}

for $m, n \geq 0$ with

\begin{equation}
w(x) = -\frac{\sin \pi \alpha}{\pi} \frac{(q; q)_{\infty} x^{\alpha}}{(q^{-\alpha}, -x; q)_{\infty}}.
\end{equation}

Also, the $n$-th moment is

\begin{equation}
\mu_{n}(\alpha) = (q^{\alpha+1}; q)_{n} q^{-\alpha n - \binom{n+1}{2}},
\end{equation}

and the orthonormal system is given by

\begin{equation}
\ell_{n}^{(\alpha)}(x; q) = \sqrt{\frac{(q^{\alpha+1}; q)_{n} q^{n}}{(q; q)_{n}}} \sum_{k=0}^{n} \frac{(q^{-n}; q)_{k} q^{(k+1)}_{\frac{1}{2}} q^{(\alpha+n)k} x^{k}}{(-1)^{n}(q; q)_{k} (q^{\alpha+1}; q)_{k}}.
\end{equation}

From (3.14) we get

\begin{equation}
a_{n,k} = \sqrt{\frac{(q^{\alpha+1}; q)_{n} q^{n}}{(q; q)_{n}}} \frac{(q^{-n}; q)_{k} q^{(k+1)}_{\frac{1}{2}} q^{(\alpha+n)k}}{(-1)^{n}(q; q)_{k} (q^{\alpha+1}; q)_{k}}
\end{equation}

by taking $\mu_{j}(x) = x^{j}$ for $j = 0, 1, \ldots$. Applying Theorem [1] we prove that the matrix

\begin{equation}
\left( (q^{\alpha+1}; q)_{j+k} q^{-\binom{j+k+1}{2} - \alpha(j+k)} \right)_{j,k=0}^{n}
\end{equation}

has inverse $(\gamma_{j,k})_{j,k=0}^{n}$ with

\begin{equation}
\gamma_{j,k} = \sum_{m=0}^{n} \frac{(q^{\alpha+1}; q)_{m} q^{m(j+k+1)} (q^{-m}; q)_{j} (q^{-m}; q)_{k} q^{\alpha(j+k)+\binom{j+1}{2}+\binom{k+1}{2}}}{(q; q)_{m} (q; q)_{j} (q; q)_{k} (q^{\alpha+1}; q)_{j} (q^{\alpha+1}; q)_{k}}
\end{equation}

and that

\begin{equation}
\det \left( (q^{\alpha+1}; q)_{j+k} q^{-\binom{j+k+1}{2} - \alpha(j+k)} \right)_{j,k=0}^{n} = \prod_{m=0}^{n} \frac{(q; q)_{m} (q^{\alpha+1}; q)_{m}}{q^{n(n+1)(4n+6\alpha+5)/6}},
\end{equation}

a lower bound for the smallest eigenvalue, is given by

\begin{equation}
\left( \sum_{m=0}^{n} \left| \ell_{m}^{(\alpha)}(-1; q) \right|^{2} \right)^{-1}.
\end{equation}

But

\begin{equation}
\ell_{m}^{(\alpha)}(-1; q) = \sqrt{\frac{(q^{\alpha+1}; q)_{m} q^{m}}{(q; q)_{m}}} \sum_{k=0}^{m} \frac{(q^{-m}; q)_{k} q^{\frac{k}{2}}}{(-1)^{m} (q; q)_{k} (q^{\alpha+1}; q)_{k}} = (-1)^{m} \sqrt{\frac{q^{m}}{(q; q^{\alpha+1})_{m}}};
\end{equation}
thus this lower bound for the smallest eigenvalue is

\[(3.27) \quad \left( \sum_{m=0}^{n} \frac{q^m}{(q,q^{\alpha+1};q)_m} \right)^{-1} .\]

It is clear that

\[(3.28) \quad \sum_{m=0}^{n} \frac{q^m}{(q,q^{\alpha+1};q)_m} \leq \sum_{m=0}^{\infty} \frac{q^m}{(q,q^{\alpha+1};q)_m} \leq \frac{1}{(q^{\alpha+1};q)_{\infty}} \sum_{m=0}^{\infty} \frac{q^m}{(q;q)_m} = \frac{1}{(q,q^{\alpha+1};q)_{\infty}} ;\]

hence

\[(3.29) \quad \lambda_s(n) \geq \left( \sum_{m=0}^{\infty} \frac{q^m}{(q,q^{\alpha+1};q)_m} \right)^{-1} \geq (q,q^{\alpha+1};q)_{\infty} \]

for all \( n \in \mathbb{N} \).
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