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Abstract. We establish a sharp regularity result for the normal trace of the solution to the anisotropic linear elasticity system with Dirichlet boundary condition on a Lipschitz domain. Using this result we obtain a new existence result for a fluid-structure interaction model in the case when the structure is an anisotropic elastic body.

1. Introduction

In this paper, we establish an optimal trace regularity theorem, also known as the hidden regularity theorem [23], for the anisotropic linear elasticity equation on a bounded domain $\Omega$ with Lipschitz boundary. In its simplest form it provides a space-time $L^2$ estimate for the trace of the normal derivative for the solution. Over the years, such sharp trace regularity theorems have proven to be crucial for obtaining well-posedness, controllability and boundary stabilization results for a variety of hyperbolic and partially hyperbolic systems, [8,25–28].

For the wave equation, the analog of the result proved in this work for the anisotropic elasticity equation (see [23] and [9] for the case of Lipschitz domains) was an essential ingredient in deriving a well-posedness theorem for a fluid-structure interaction system given initial data in low regularity Sobolev spaces [18,21]. In [18,19], it was proven that the fluid-structure problem possesses a local solution when the initial datum $(u_0, w_0, w_1)$ belongs to $H^1 \times H^{3/2+r} \times H^{1/2+r}$ where $r > 0$ (here $u_0$ is the initial fluid velocity, and $(w_0, w_1)$ are the Cauchy data for the wave equation). In these works, the wave equation $w_{tt} - \Delta w = 0$ is used as a scalar approximation to the isotropic elasticity system in the acoustic approximation, while the fluid is modeled by the Navier-Stokes equations. The extension of the above-mentioned results to the isotropic elasticity system

$$w_{tt} - \text{div}(\mu(\nabla w + \nabla w^T) + \lambda \text{div} w I) = 0,$$

was accomplished by using the hidden regularity theory.
where $\mu(x), \lambda(x) > 0$ are the Lamé coefficients, is straightforward and follows the method in [19]. It is a more difficult problem whether the same can be accomplished for the (inhomogeneous) general anisotropic elasticity system
\[
 w_{tt} - \text{div}(c \nabla w) = 0,
\]
where $c = (c_{ijkl}(x))$, for $i, j, k, l = 1, \ldots, 3$, is the elasticity tensor, a rank-four tensor field assumed to satisfy the standard symmetry assumption $c_{ijkl} = c_{jikl} = c_{klji}$ (the so-called case of hyperelastic materials), and the Legendre-Hadamard condition
\[
 c_{ijkl}(x)\eta_i\xi_j\eta_k\xi_l \geq \delta_0 |\eta|^2 |\xi|^2, \quad \eta, \xi \in \mathbb{R}^n, \quad x \in \bar{\Omega}
\]
with $\delta_0 > 0$. We note that the Legendre-Hadamard condition is also called the strong ellipticity condition because it amounts to the strong ellipticity of the symbol of the operator $\nabla \cdot c \nabla$. Here and throughout the paper, we use the convention of summation over repeated indices. We refer the reader to [30] for all relevant notions of elasticity.

The main result of this paper provides a positive answer to this question and establishes the hidden regularity theorem for the fully inhomogeneous and anisotropic elasticity system. An important ingredient in the proof of a hidden regularity theorem is the so-called Rellich-Nečas identity. In order to establish such an identity, it is in fact sufficient that $c$ has the symmetries
\[
 c_{ijkl} = c_{klji}.
\]

The Rellich-Nečas identity for elliptic systems was obtained by Payne and Weinberger in [34], but their proof uses in an essential way a stronger inequality, namely:
\[
 c_{ijkl}(x)E^i_j E^l_k \geq \delta_0 |E|^2,
\]
for all matrices $E$ and $x \in \bar{\Omega}$, which is the so-called Legendre condition. Clearly, the Legendre condition implies the Legendre-Hadamard condition (simply take $E^i_j = \eta_i\xi_j$); on the other hand, it is well-known that the converse implication does not hold. (See for instance [15, p. 9].) In fact, for the elasticity system, the Legendre condition is never satisfied, because the tensor $c$ is always symmetric in the indices $k$ and $l$. Consequently, $c$ has a kernel containing all antisymmetric matrices. By Korn’s second inequality, a slightly weaker condition, sometimes referred to as the strong convexity condition, replaces the Legendre condition, namely
\[
 c_{ijkl}(x)E^i_j E^l_k \geq \delta_0 |E|^2,
\]
for all symmetric matrices $E$ and $x \in \bar{\Omega}$. It can be shown that such a convexity condition implies the coercivity of the Dirichlet form associated to the operator $\nabla \cdot c \nabla$. (We refer again to [30] for a discussion.) A simple calculation gives that the strong convexity condition implies the Legendre-Hadamard condition (cf. for instance [30] Proposition 3.10, page 241), but again the converse is not true. Conditions on the anisotropic elasticity tensor $c$ that give strong ellipticity, but not strong convexity, are discussed for example in [32] (cf. also [33] and the references therein). The Legendre-Hadamard condition is sufficient to establish Gårding inequality, for example by means of the Fourier transform [15].

The novelty of our work consists in treating a system of differential operators that does not satisfy the Legendre or strong convexity condition, but rather the weaker Legendre-Hadamard condition, on a domain with rough boundary of Lipschitz class.
The paper is structured as follows. In the beginning of Section 2, we introduce the necessary notation and state the main theorem. The rest of the section contains the proof of the theorem. In Section 3 we then provide an application on the fluid-structure interaction model coupling the incompressible Navier-Stokes equation and the anisotropic elasticity system.

2. Trace regularity for the elasticity system

We begin by stating and proving a sharp regularity theorem for the boundary trace of the normal derivative of the solution to the anisotropic linear elasticity system. Even though the most interesting case is three-dimensional, it is convenient to state our result for an arbitrary dimension \( n \geq 2 \).

Let \( \Omega \subset \mathbb{R}^n \) be a bounded Lipschitz domain with boundary \( \Gamma \), and let \( u \) be the solution to the linear elasticity systems of equations

(2.1) \[ u_{tt} - \text{div}(c \cdot \nabla u) = f \quad \text{in } \Omega \times (0, T) \]

with Dirichlet boundary condition

(2.2) \[ u = g \quad \text{on } \Gamma \times (0, T) \]

and with initial conditions

(2.3) \[ u(\cdot, 0) = u_0 \quad \text{in } \Omega, \]
(2.4) \[ u_t(\cdot, 0) = u_1 \quad \text{in } \Omega. \]

Above, \( u \) is a vector field and \( c = (c_{ijkl})_{i,j,k,l=1}^n \) is a rank-four tensor field, respectively, on \( \bar{\Omega} \).

We may rewrite equation (2.1) in coordinates as

(2.5) \[ \partial_{tt} u_j - \partial_i (c_{ijkl} \partial_k u_l) = f_j \quad \text{in } \Omega \times (0, T), \quad j = 1, \ldots, n. \]

We assume that \( c \) satisfies the following additional conditions:

a) the symmetry relations

(2.6) \[ c_{ijkl} = c_{klij}, \quad i, j, k, l = 1, \ldots, n, \]

and

(2.7) \[ c_{ijkl} = c_{ijlk}, \quad i, j, k, l = 1, \ldots, n, \]

b) the Legendre-Hadamard condition

(2.8) \[ c_{ijkl}(x)\eta_i\xi_j\eta_k\xi_l \geq \delta_0 |\eta|^2 |\xi|^2, \quad \forall \eta, \xi \in \mathbb{R}^n, \forall x \in \bar{\Omega}, \]

where \( \delta_0 > 0 \) is a constant. The theory of elasticity guarantees that the tensor \( c \) has the symmetry (2.7), as it gives the relation between the stress and the strain, which is the symmetric part of the gradient. The symmetry (2.6) is an additional condition, which is satisfied in practice by most materials. We also assume that \( c \in C^1(\bar{\Omega} \times [0, T]) \).

Our main result asserts the regularity of the trace \( \partial u / \partial \nu \) on the boundary \( \Gamma \) of \( \Omega \) when the initial data is in the finite energy space and with given appropriate Dirichlet data.
Theorem 2.1. Let \( \Omega \subseteq \mathbb{R}^n \) be a Lipschitz domain. Let \( u_0 \in H^1(\Omega) \), \( u_t \in L^2(\Omega) \), \( g \in H^1(\Gamma \times [0,T]) \), and \( f \in L^2([0,T], L^2(\Omega)) \). Let \( u \) be the solution of the Cauchy problem \( (2.1) - (2.4) \). Then

\[
\left\| \frac{\partial u}{\partial \nu} \right\|_{L^2([0,T]; L^2(\Gamma))}^2 \leq C_T \left( \|g\|_{H^1(\Gamma \times [0,T])}^2 + \|f\|_{L^2([0,T]; L^2(\Omega))}^2 \right)
\]

(2.9)

where \( \partial u/\partial \nu \) is the outer normal derivative of \( u \).

Before giving the proof, we recall the definition of a Lipschitz domain. A bounded domain \( \Omega \subseteq \mathbb{R}^n \) is Lipschitz if, for every point \( p \in \Gamma \), there exists a neighborhood \( U(p) \) of \( p \) and a direction \( \gamma(p) \in \mathbb{R}^n \) such that in the direction \( \gamma(p) \) the domain \( \Omega \cap U(p) \) is below a Lipschitz graph. This means that if we rotate coordinates so that \( \gamma(p) = (0, \ldots, 0, 1) \), there exists a Lipschitz function \( \phi: \mathbb{R}^{n-1} \to \mathbb{R} \) such that

\[
U(p) \cap \Omega = \{(x_1, \ldots, x_{n-1}, x_n) \in U(p) : x_n < \phi(x_1, \ldots, x_{n-1})\}
\]

and

\[
U(p) \cap \Gamma = \{(x_1, \ldots, x_{n-1}, x_n) \in U(p) : x_n = \phi(x_1, \ldots, x_{n-1})\}.
\]

The outer normal \( \nu \) and the normal derivative \( \partial/\partial \nu = \nu \cdot \nabla \) are then well-defined a.e. on \( \Gamma \).

Proof. The existence, uniqueness of solutions and their interior regularity, \( (u, u_t) \in L^\infty([0,T]; H^1(\Omega) \times L^2(\Omega)) \) with

\[
\|u\|_{L^\infty([0,T]; H^1(\Omega))}, \|u_t\|_{L^\infty([0,T]; L^2(\Omega))} \leq C_T \left( \|u_0\|_{H^1(\Omega)} + \|u_t\|_{L^2(\Omega)} + \|g\|_{H^1(\Gamma \times [0,T])} + \|f\|_{L^2([0,T]; L^2(\Omega))} \right)
\]

(2.10)

are standard results. For a proof, cf. [30, Section 6.3]; see also [14,29,36].

The key for obtaining the sharp trace regularity for a solution of system \( (2.5) \) is to test \( (2.5) \) with \( h \cdot \nabla u \) for a suitably chosen \( h \). For smooth domains, we can simply set \( h \) to be an extension of the normal into the interior of \( \Omega \). However, for Lipschitz domains, we shall take \( h \) to be a smooth field that is not parallel to the tangent plane, which exists for almost every point on the boundary. For the time being, we allow \( h \) to depend on \( t \). Differentiating by parts gives

\[
\partial_t u_j h_m \partial_m u_j = \partial_i (\partial_t u_j h_m \partial_m u_j) - \frac{1}{2} \partial_m (\partial_t u_j h_m \partial_t u_j)
\]

(2.11)

and similarly

\[
\partial_i (c_{ijkl} \partial_k u_l) h_m \partial_m u_j = \partial_i (c_{ijkl} \partial_k u_l h_m \partial_m u_j) - c_{ijkl} \partial_k u_l h_m \partial_m u_j
\]

(2.12)

In order to rewrite the second term on the right, first observe that

\[
c_{ijkl} \partial_k u_l h_m \partial_m u_j = \partial_m (c_{ijkl} \partial_k u_l h_m \partial_t u_j) - \partial_m c_{ijkl} \partial_k u_l h_m \partial_t u_j
\]

(2.13)
By the symmetry relation (2.6), the third term on the right is identical to the term on the left, and we get
\[
c_{ijkl} \partial_k u_l h_m \partial_m u_j = \frac{1}{2} \partial_m (c_{ijkl} \partial_k u_l h_m \partial_i u_j) - \frac{1}{2} \partial_m c_{ijkl} \partial_k u_l h_m \partial_i u_j
\]
(2.14)
\[ - \frac{1}{2} c_{ijkl} \partial_k u_l \partial_m h_m \partial_i u_j. \]
Replacing (2.14) for the second term on the right side of (2.12), we obtain
\[
\partial_t (c_{ijkl} \partial_k u_l) h_m \partial_m u_j = \partial_t (c_{ijkl} \partial_k u_l h_m \partial_i u_j) - \frac{1}{2} \partial_m (c_{ijkl} \partial_k u_l h_m \partial_i u_j)
\]
+ \frac{1}{2} \partial_m c_{ijkl} \partial_k u_l h_m \partial_i u_j + \frac{1}{2} c_{ijkl} \partial_k u_l \partial_m h_m \partial_i u_j
\]
(2.15)
\[ - c_{ijkl} \partial_k u_l \partial_i h_m \partial_m u_j. \]
By (2.5), the left sides of (2.11) and (2.15) differ by \( f_j h_m \partial_m u_j \), and we get
\[
\partial_t (c_{ijkl} \partial_k u_l h_m \partial_m u_j) - \frac{1}{2} \partial_m (c_{ijkl} \partial_k u_l h_m \partial_i u_j)
\]
\[ = c_{ijkl} \partial_k u_l \partial_i h_m \partial_m u_j - \frac{1}{2} c_{ijkl} \partial_k u_l \partial_m h_m \partial_i u_j + \partial_t (\partial_t u_j h_m \partial_m u_j)
\]
\[ - \frac{1}{2} \partial_m (\partial_t u_j h_m \partial_m u_j) + \frac{1}{2} \partial_t u_j \partial_m h_m \partial_i u_j - \partial_t u_j \partial_i h_m \partial_m u_j
\]
\[ - f_j h_m \partial_m u_j - \frac{1}{2} c_{ijkl} \partial_k u_l h_m \partial_i u_j. \]
Integrating this identity over \( \Omega \times [0, T] \), we get
\[
\int_0^T \int_{\partial \Omega} c_{ijkl} \partial_k u_l h_m \partial_m u_j \nu \, d\sigma \, dt - \frac{1}{2} \int_0^T \int_{\partial \Omega} c_{ijkl} \partial_k u_l h_m \partial_i u_j \nu_m \, d\sigma \, dt
\]
\[ = \int_0^T \int_{\Omega} c_{ijkl} \partial_k u_l \partial_i h_m \partial_m u_j \, dx \, dt - \frac{1}{2} \int_0^T \int_{\Omega} c_{ijkl} \partial_k u_l h_m \partial_m \partial_i u_j \, dx \, dt
\]
\[ + \int_0^T \int_{\Omega} \partial_t u_j h_m \partial_m u_j \, dx \, dt \bigg|_{t=0}^{t=T} - \frac{1}{2} \int_0^T \int_{\partial \Omega} \partial_t u_j h_m \partial_i u_j \nu_m \, d\sigma \, dt
\]
\[ + \frac{1}{2} \int_0^T \int_{\Omega} \partial_t u_j \partial_m h_m \partial_i u_j \, dx \, dt - \int_0^T \int_{\Omega} \partial_t u_j \partial_l h_m \partial_m u_j \, dx \, dt
\]
(2.16)
\[ - \int_0^T \int_{\Omega} f_j h_m \partial_m u_j \, dx \, dt - \frac{1}{2} \int_0^T \int_{\Omega} c_{ijkl} \partial_k u_l h_m \partial_i u_j \, dx \, dt, \]
where \( d\sigma \) denotes the surface measure on \( \partial \Omega \) and \( \nu = (\nu_1, \ldots, \nu_n) \) stands for the outward unit normal. In order to complete the proof, we rewrite the left side of the identity (2.16) in terms of the normal and tangential vectors and then choose a suitable \( h \).

Fix an arbitrary \( x_0 \in \partial \Omega \) where the outward normal \( \nu \) exists, and let \( \tau^1, \ldots, \tau^{n-1} \) be tangential vectors to the boundary such that \( \tau^1, \ldots, \tau^{n-1}, \nu \) form an orthonormal system. Then, expanding the vector \((\partial_t u_j, \ldots, \partial_m u_j)\) in the basis \( \tau^1, \ldots, \tau^{n-1}, \nu \), we have
\[
\partial_k u_j = \frac{\partial u_j}{\partial \nu} \nu_k + \sum_{r=1}^{n-1} \frac{\partial g_j}{\partial \tau^r} \tau^r_k, \quad j, k = 1, \ldots, n.
\]
Using this identity, we obtain at \(x_0\),

\[
c_{ijkl}\partial_k u_l h_m \partial_m u_j \nu_i - \frac{1}{2} c_{ijkl} \partial_k u_l h_m \partial_i u_j \nu_m
\]

\[
= c_{ijkl} \partial_k u_l h_m \frac{\partial u_j}{\partial \nu} \nu_m \nu_i + \sum_{r=1}^{n-1} c_{ijkl} \partial_k u_l h_m \frac{\partial g_j}{\partial r} r_m \nu_i
\]

\[
- \frac{1}{2} c_{ijkl} \partial_k u_l h_m \frac{\partial u_j}{\partial \nu} \nu_i \nu_m - \frac{1}{2} \sum_{r=1}^{n-1} c_{ijkl} \partial_k u_l h_m \frac{\partial g_j}{\partial r} r_m \nu_i.
\]

(2.18)

The sum of the first and the third terms on the right equals

\[
\frac{1}{2} c_{ijkl} \partial_k u_l h_m \frac{\partial u_j}{\partial \nu} \nu_m \nu_i,
\]

and with the help of (2.17) may be rewritten as

(2.19)

\[
\frac{1}{2} c_{ijkl} \partial_k u_l h_m \frac{\partial u_j}{\partial \nu} \nu_m \nu_i = \frac{1}{2} c_{ijkl} \frac{\partial u}{\partial \nu} \nu_k h_m \frac{\partial u}{\partial \nu} \nu_j \nu_i + \frac{1}{2} \sum_{r=1}^{n-1} c_{ijkl} \frac{\partial g}{\partial r} r_k h_m \frac{\partial u}{\partial \nu} \nu_j \nu_i.
\]

For the first term on the right, we use the Legendre-Hadamard coercivity condition (2.8) and get

\[
c_{ijkl} \nu_i \frac{\partial u_j}{\partial \nu} \nu_k \frac{\partial u_l}{\partial \nu} \geq \delta_0 \left| \frac{\partial u}{\partial \nu} \right|^2,
\]

and thus, if

\[
h(x_0) \cdot \nu(x_0) \geq 0,
\]

then

(2.20)

\[
\frac{1}{2} c_{ijkl} \partial_k u_l h_m \frac{\partial u_j}{\partial \nu} \nu_m \nu_i \geq h_m \nu_m \delta_0 \left| \frac{\partial u}{\partial \nu} \right|^2 - C |c||D'g||h| \left| \frac{\partial u}{\partial \nu} \right|,
\]

where \(D'g\) denotes the tangential gradient of \(g\). On the second and fourth terms on the right side of (2.18), we use

\[
|\nabla u| \leq \left| \frac{\partial u}{\partial \nu} \right| + C |D'g|,
\]

which follows from (2.17). We thus get from (2.18)

\[
c_{ijkl} \partial_k u_l h_m \partial_m u_j \nu_i - \frac{1}{2} c_{ijkl} \partial_k u_l h_m \partial_i u_j \nu_m
\]

\[
\geq h_m \nu_m \delta_0 \left| \frac{\partial u}{\partial \nu} \right|^2 - C |c||D'g||h| \left| \frac{\partial u}{\partial \nu} \right| - C |c||D'g|^2 |h|.
\]
at all the points on the boundary for which \( h \cdot \nu \geq 0 \). Substituting this inequality in (2.16), we get
\[
\delta_0 \int_0^T \int_{\partial \Omega} h \cdot \nu \left| \frac{\partial u}{\partial \nu} \right|^2 d\sigma(x) dt 
\leq C \int_0^T \int_{\partial \Omega} |c| D^2 g |h| \left( \left| \frac{\partial u}{\partial \nu} \right| + |D^2 g| \right) d\sigma(x) dt + C \int_0^T \int_{\partial \Omega} |\partial g| |h| d\sigma(x) dt 
+ C \int_0^T \int_{\Omega} |c| |\nabla u|^2 |\nabla h| dx dt + C \int_{\Omega} |\partial t u| |\nabla u| dx |_T + C \int_{\Omega} |\partial u| |\nabla u| dx |_0 
+ C \int_0^T \int_{\Omega} |\partial u|^2 |\nabla \cdot h| dx dt 
+ C \int_0^T \int_{\Omega} |f| |\nabla u| dx dt 
+ C \int_0^T \int_{\Omega} |\nabla c| |\nabla u|^2 |h| dx dt
\]
(2.21)

provided \( h \cdot \nu \geq 0 \) on \( \partial \Omega \). Now, we choose a time-independent smooth function \( h: \Omega \to \mathbb{R}^n \) such that \( h \cdot \nu \geq \delta \), where \( \delta > 0 \) depends on the Lipschitz character of \( \Omega \). (In order to do this, we use a partition of unity. Without loss of generality, we can assume that each patch of the partition has support contained in a neighborhood \( U(p) \cap \Gamma \) for some \( p \in \Gamma \). Then, on each patch we set \( h \) to be the constant \( \gamma(p) \), where \( U(p) \) and \( \gamma(p) \) are as in the definition of a Lipschitz domain given above.) Then the left side of (2.21) is greater than or equal to
\[
\delta_0 \delta \int_0^T \int_{\partial \Omega} \left| \frac{\partial u}{\partial \nu} \right|^2 d\sigma(x) dt,
\]
and we get, using the Cauchy-Schwarz inequality,
\[
\int_0^T \int_{\Omega} \left| \frac{\partial u}{\partial \nu} \right|^2 d\sigma(x) dt 
\leq C \int_0^T \int_{\partial \Omega} (|D^2 g|^2 + |g_t|^2) d\sigma(x) dt + C \int_0^T \int_{\Omega} (|\nabla u|^2 + |\partial t u|^2 + |f|^2) dx dt
\]
(2.22)
\[
+ C \int_{\Omega} (|\partial t u|^2 + |\nabla u|^2) dx |_T + C \int_{\Omega} (|\partial u|^2 + |\nabla u|^2) dx |_0.
\]
The inequality (2.9) then follows immediately. \( \square \)

3. AN APPLICATION TO THE FLUID-STRUCTURE INTERACTION PROBLEM

In this section, we present an application of Theorem 2.1 to a fluid-structure system addressed in [6,7,15,19,22]. As in [6,18,22], we consider the case when the boundary is stationary, which is a physical approximation for the case when the transversal motion is small while the lateral motion may be large. The fluid velocity \( u \) is modeled in a smooth domain \( \Omega_f \) by the incompressible Navier-Stokes equations
\[
\partial_t u - \Delta u + (u \cdot \nabla) u + \nabla p = 0 \text{ in } \Omega_f \times (0,T),
\]
(3.1)
\[
\nabla \cdot u = 0 \text{ in } \Omega_f \times (0,T),
\]
(3.2)
while the elastic structure displacement $w$ is modeled in a smooth domain $\Omega_e$ by the elasticity system
\begin{equation}
\partial_{tt} w^j - \partial_l (c_{ijkl} \partial_k w^l) = 0 \quad \text{in } \Omega_e \times (0,T), \quad j = 1, \ldots, n.
\end{equation}

Here, $c_{ijkl}$ are assumed smooth, satisfying the strong ellipticity condition and all the symmetry relations
\begin{equation}
c_{ijkl} = c_{jikl} = c_{klji}, \quad i, j, k, l = 1, 2, 3,
\end{equation}
from Section 2. We assume that $\Gamma_c = \partial \Omega_e \subseteq \partial \Omega_f$, which corresponds to the situation when the body is immersed in the fluid. Then, $\Gamma_c$ represents the interface between the fluid and the elastic structure.

We also impose the standard transmission conditions across the interface $\Gamma_c = \partial \Omega_e$ between $\Omega_f$ and $\Omega_e$; i.e., we assume continuity of the velocities, $u^j = w_e^j$, and the tractions $c_{ijkl} \partial_k w^l \nu_i = \partial_k u^l \nu_i - \nu_j$ for $j = 1, 2, 3$, where $\nu = (\nu_1, \nu_2, \nu_3)$ is the outward unit normal with respect to $\Omega_e$. Also, we impose the no-slip boundary conditions at the fluid boundary, $u = 0$ on $\Gamma_f = \partial \Omega_f \setminus \Gamma_c$. Finally, the functions $u$ and $w$ satisfy the initial condition
\begin{equation}
(u(x,0), w(x,0), w_t(x,0)) = (u_0(x), w_0(x), w_1(x)).
\end{equation}

The next statement is our main application of the hidden regularity theorem from the previous section. We denote $V = \{u \in H^1(\Omega_f) : \text{div } u = 0, \ u|_{\Gamma_f} = 0\}$.

**Theorem 3.1.** Let $r \in (0,(\sqrt{2}-1)/2)$. Assume that $u_0 \in V$, $w_0 \in H^{3/2+r}(\Omega_e)$ and $w_1 \in H^{1/2+r}(\Omega_e)$ with the compatibility condition $w_1^i = u_0^i$ on $\Gamma_c$ for all $i = 1, 2, 3$. Then there exists a unique local-in-time solution
\begin{equation}
u \in L^2([0,T];H^{3/2+r}(\Omega_f)) \cap L^\infty([0,T];V),
\end{equation}
\begin{equation}\partial_j w \in C([0,T];H^{3/2+r-j}(\Omega_e)), \quad j = 0, 1, 2, 3,
\end{equation}
with $p \in L^\infty([0,T];H^{1/2+r}(\Omega_f))$, for a time $T > 0$ depending on the initial data.

The proof is obtained by a direct adaptation of the proof in [19]. The first difference is the hidden regularity theorem and is dealt with in Section 2. The second difference is that the coefficients in the elasticity equation are not constant. This however does not create any additional difficulties, as the presence of derivatives on the coefficients $c_{ijkl}$ creates only lower order terms. We defer to [19] for additional details.
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