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Abstract. The spider principle is used for establishing a formula for a finite quadratic sequence which determines the multiplicity sequences of all the sprouts which are founded upon the given finite quadratic sequence. This formula is basic for the theories of curvettes and dicriticals.

1. Introduction

The “spider principle” says that if a point in the support of a two variable power series does not lie on its Newton polygon, then it cannot get in after a QDT = Quadratic Transformation. This principle originated in our previous paper [AL1], where it was used for giving an algebraic proof of the fact that the dicritical divisors of a special pencil have a certain polynomial property. In the analytic situation, this was proved by Artal Bartolo [Art] by topological methods. In this paper we shall use the spider principle for establishing a multiplicity formula for finite QDT sequences. This formula will play a significant role in a forthcoming paper of Abhyankar-Artal [AA1], where curvettes will be employed in answering a question about the existence of dicriticals in the case of two dimensional regular local domains raised in [Ab12]. In the Abhyankar-Heinzer paper [AH2], which is a sequel to their paper [AH1], the question is dealt with in case of higher dimensions by employing the algebra of Rees rings.

Briefly speaking, referring to the next section for notation, the said formula can be described thus. Let $S = (S_j, x_j, y_j, \kappa_j)_{0 \leq j \leq \nu}$ be any finite QDT sequence of $(R, x, y, \kappa)$ where $x, y$ are generators of the maximal ideal $M(R)$ of a two dimensional regular local domain $R$ and $\kappa$ is a coefficient set of $R$. To $S$ associate the “word” $W = W_1W_2\ldots W_\nu$ in the free group on three generators $X, Y, Z$ given by $W_j = X$ or $Y$ or $Z^{\chi(S_{j-1}, S_j)}$ according as $j$ is an $X$-operation or $Y$-operation or a translation of $S$, where $\chi(S_{j-1}, S_j)$ denotes the field degree of $S_j/M(S_j)$ over $S_{j-1}/M(S_{j-1})$. Assume that $\nu$ is a translation of $S$ or, more generally, assume that the Newton polygon of a generator of $I_{\nu-1}$ is a triangle of a certain slope. Then $W$ determines a multiplicity sequence of positive integers $m_0 \geq m_1 \geq \cdots \geq m_{\nu-1} = 1$ having the following property: If $I_j$ is any nonzero nonunit unitangent principal ideal in $R_j$ such that $I_{j+1}$ is the (proper) transform...
of $I_j$ in $R_{j+1}$, then we have

$$\text{ord}_{R_j} I_j = m_j \text{ord}_{R_{j-1}} I_{j-1} \text{ for } 0 \leq j \leq \nu - 1.$$  

In Sections 2 and 3 we deal with the case when $\nu$ is a translation of $S$. In Sections 4 and 5 we deal with the more general case where the multiplicity sequence extends through $\nu$ and may not end with the value 1; i.e., it will simply be a sequence of positive integers $m_0 \geq m_1 \geq \cdots \geq m_\nu$. These sequences depend only on the word $W$ and not on any ideals $I_j$ or even on the local ring $R$ or its characteristic.

2. Notation

In general we shall follow the terminology of $\text{Ab8}$ to $\text{Ab14}$, especially that of Section 3 of $\text{Ab9}$, Sections 2 to 4 of $\text{Ab10}$, Section 2 and Remark (4.0) of $\text{Ab11}$, Sections 2 and 3 of $\text{Ab12}$, Sections 2 to 4 of $\text{Ab13}$, and Sections 2 to 5 of $\text{Ab14}$. Some other basic references are $\text{Ab1}$ to $\text{Ab7}$.

Recall that $H_B : B \to H(B) = B/M(B)$ denotes the residue class epimorphism of any quasilocal ring $B$, and for any subring $A$ of $B$ let us put

$$\chi(A, B) = [K' : K],$$

where $K'$ is the algebraic closure of $K = \text{QF}(H_B(A))$ in $H(B)$.

Let $R$ be a two dimensional regular local domain with quotient field $\Omega$, residue field $K = H(R)$, generators $(x, y)$ of $M(R)$, and coefficient set $\kappa$ of $R$.

Let $S = (S_i, x_j, y_j, \kappa_j)_{0 \leq j \leq \nu}$ be any finite QDT sequence of $(R, x, y, \kappa)$. In the third paragraph of Section 5 of $\text{Ab14}$, after introducing the terms height $h(S) = \nu$, $X$-operation, $Y$-operation, translation, nontranslation, translation index $t(S) \in \mathbb{N}$, preflip, $X$-preflip, $Y$-preflip, $X$-flip, $Y$-flip, protoflip, retroflip, pillar, nonflip, flip, pillar number $n(S) \in \mathbb{N}$, top, bottom, head, and tail, the concept of the flip sequence of $S$ was introduced by saying:

“\text{We define the pillar length} of $S$ to be a positive integer $l(S)$, its \text{height sequence} $q(S) = q_i(S)_{0 \leq i \leq l(S)}$ where $q_i(S) \in \mathbb{N}$ with $0 = q_0(S) \leq \cdots \leq q_{l(S)}(S)$ and $q_{l(S)} - 1(S) = t(S) \leq \nu = q_{l(S)}(S)$ with $l(S) > 2 \Rightarrow q_{l(S)} - 2(S) < q_{l(S) - 1}(S)$, and its \text{flip sequence} $(S^{(i)})_{1 \leq i \leq l(S)}$ where

$$S^{(i)} = (S_{q_i - 1(S) + j}, x_{q_i - 1(S) + j}, y_{q_i - 1(S) + j}, \kappa_{q_i - 1(S) + j})_{0 \leq j \leq q_i(S) - q_{i - 1}(S)}$$

for $1 \leq i < l(S)$ is a nonflip or flip at $(S_{q_i - 1(S)}, x_{q_i - 1(S)}, y_{q_i - 1(S)}, \kappa_{q_i - 1(S)})$ according as $i$ is odd or even and $S^{(l(S))} = \text{the head of } S$.”

\textbf{(2A) Our Goal.} In the case of $t(S) > 0$, we shall introduce one more invariant of $S$, namely its \text{multiplicity sequence} $m(S) = m_j(S)_{1 \leq j \leq t(S) - 1}$ with integers $m_0(S) \geq \cdots \geq m_{t(S) - 1}(S) = 1$. First in (2B), as a preparation for flips and nonflips, we shall introduce auxiliary multiplicity sequences $m_j'$ together with auxiliary glue bisequences $(a_j', b_j')$. Then, for the general case of $t(S) > 0$, the sequences $m_j, a_j, b_j$ themselves will be defined in (2C) and redone in Section 5. Important properties of these sequences will be stated in (2D) and proved in Sections 3 and 4.

\textbf{(2B) Preparation.} Let $\mathbb{N}_\nu$ be the set of all positive integers $\leq \nu$, and let $\overline{\mathbb{N}}_\nu = \{0\} \cup (\mathbb{N}_\nu \setminus \{\nu\})$. Let $\{X, Y, Z\}$ be indeterminates, i.e., a set of size three. By the \text{label} of $S$ we mean the map $\lambda(S) : \mathbb{N}_\nu \to \{X, Y, Z\}$ given by $j \mapsto \lambda_j(S) = X$ or $Y$ or $Z$ according as $j$ is an $X$-operation or $Y$-operation or a translation of $S$. 
For any map \( \lambda : N_\nu \to \{X, Y, Z\} \) such that \( \nu \geq 2 \) with \( \lambda_j = Y \) for some positive integer \( j < \nu \) and \( \lambda_j \neq Z \) for \( 1 \leq j < \nu \) but \( \lambda_\nu = Z \), we define the \textbf{derivative} as the map \( \lambda' : N_\nu \to N_+ \) given by \( j \mapsto \lambda'_j \), with integers \( \lambda'_0 \geq \cdots \geq \lambda'_{\nu - 1} = 1 \), in the following manner. Referring to the first ten lines of Section 3 of [A19], but restricting our attention to nonnegative integers, we define a \textbf{euclidean sequence} as a sequence \((e_i, p_i)_{0 \leq i \leq \epsilon} \), where \( e_j \in \mathbb{N}_+ \) and \( p_j \in \mathbb{N} \) with \( 3 \leq \epsilon \in \mathbb{N}_+ \) are such that:

1. \( p_0 = 0 \neq p_j \) for \( 2 \leq j \leq \epsilon \),
2. \( e_{j-1} = p_j e_j + e_{j+1} \) with \( 0 < e_{j+1} < e_j \) for \( 1 \leq j \leq \epsilon - 1 \),
3. \( e_j > e_\epsilon = 1 \) if \( \text{GCD}(e_0, e_1, \ldots, e_\epsilon) \) for \( 1 \leq j \leq \epsilon - 1 \),
4. \( e_0 \not\equiv 0 \mod (e_1) \) and \( e_{\epsilon - 1} = p_\epsilon e_\epsilon \).

Clearly, for any \( \lambda \) as above, there exists a unique euclidean sequence \((e_i, p_i)_{0 \leq i \leq \epsilon} \) such that:

\( \lambda_j = X \) for \( p_0 + \cdots + p_{u-1} < j \leq p_0 + \cdots + p_u \) for odd positive integers \( u \leq \epsilon \)

and

\( \lambda_j = Y \) for \( p_0 + \cdots + p_{u-1} < j \leq p_0 + \cdots + p_u \) for even positive integers \( u \leq \epsilon \)

\( p_0 + \cdots + p_\epsilon = \nu - 1 \) with \( \lambda_\nu = Z \).

We put

\( \lambda'_0 = e_0 \)

and

\( \lambda'_j = e_j \) for \( p_0 + \cdots + p_{u-1} < j \leq p_0 + \cdots + p_u \) for positive integers \( u \leq \epsilon \).

Assuming \( S \) to be a flip, taking \( \lambda(S) \) for \( \lambda \), we put: \( \lambda'(S) = \lambda' \) for \( 0 \leq j \leq \nu - 1 \), \( \epsilon(S) = \epsilon \), \( e_i(S) = e_i \) and \( p_i(S) = p_i \) for \( 0 \leq i \leq \epsilon \), and now as a preparation for introducing the multiplicity sequence of \( S \), we define positive integers \( m'_j(S)_{0 \leq j \leq \nu - 1} \) with \( m'_0(S) \geq \cdots \geq m'_{\nu - 1}(S) = 1 \) by letting \( m'_j(S) = \lambda'_j(S) \) for \( 0 \leq j \leq \nu - 1 \).

Likewise, assuming \( S \) to be a nonflip with \( \nu > 0 \), as a preparation for introducing the multiplicity sequence of \( S \), we define positive integers \( m'_j(S)_{0 \leq j \leq \nu - 1} \) with \( m'_0(S) \geq \cdots \geq m'_{\nu - 1}(S) = 1 \) by letting \( m'_j(S) = \chi(S_j, S_{\nu - 1}) \) for \( 0 \leq j \leq \nu - 1 \).

As an aid to defining the multiplicity sequence for the general case of \( t(S) > 0 \), we define a bisequence \((a_i(S), b_i(S))_{0 \leq i \leq \ell(S) - 1}\) of positive integers which we call the \textbf{glue bisequence} of \( S \).

Assuming \( S \) to be either a flip or a nonflip with \( \nu > 0 \), to prepare for introducing the glue bisequence of \( S \), let us define positive integers \((a'_j(S), b'_j(S))_{0 \leq j \leq \nu - 1}\) in the following manner.

(i) If \( S' \) is a flip, then we put \((a'_j(S), b'_j(S)) = (e_1(S), e_0(S'))\), and note that \( \nu' \) is then unique. (ii) On the other hand, if there exists an integer \( \nu' \geq 1 \) with \( j + \nu' \leq \nu \) such that \( S' = (S_j+k, y_j+k, x_j+k, \kappa_j+k)_{0 \leq k \leq \nu'} \) is a nonflip, then, upon letting \( \nu'' \) be the smallest positive integer \( \leq \nu' \) for which \( \nu'' \) is a translation of \( S' \), we put \((a'_j(S), b'_j(S)) = (m'_0(S'), m'_0(S')_{0 \leq j \leq \nu''})\), and note that \( \nu' \) and \( \nu'' \) are then unique.

\( (2C) \textbf{Definition.} \) Modify the above quote “We define...head of \( S \)” just before (2A) by writing \( q_i \) for \( q_i(S) \). In the general case of \( t(S) > 0 \), using the equality \( q_i(S) - 1 = t_i(S) \) together with the implication \( \ell(S) > 2 \Rightarrow q_i(S) - 2 < q_i(S) - 1 \) from the modified
quote, the multiplicity sequence \( m(S) = m_j(S) \) \( 1 \leq j \leq \iota(S) - 1 \) of \( S \), together with its glue bisequence \((a_j(S), b_j(S))\) \( 0 \leq j \leq \iota(S) - 1 \), is defined by the recurrence formulas

\[
\begin{align*}
(r_i) & \\
& \begin{cases} 
\quad m_{j-q_i-1}(S) = m_{j-q_i-1}(S^{(i)})a_{q_i}(S)\chi(S_{q_i-1}, S_{q_i}), \\
\quad a_{j-q_i-1}(S) = a_{j-q_i-1}(S^{(i)})a_{q_i}(S)\chi(S_{q_i-1}, S_{q_i}), \\
\quad b_{j-q_i-1}(S) = b_{j-q_i-1}(S^{(i)})a_{q_i}(S)\chi(S_{q_i-1}, S_{q_i}), 
\end{cases}
\end{align*}
\]

for \( q_i - 1 \leq j < q_i \), to be used with decreasing \( i = l(S) - 2, l(S) - 3, \ldots, 1 \), and with clarification as follows. Since \( t(S) > 0 \), we must have \( l(S) \geq 2 \). If \( l(S) = 2 \), then, upon letting \( \nu' = t(S) \) and

\[
S' = (S_1, x_1, y_1, \kappa_1)_{0 \leq j \leq \nu'},
\]

we have that \( S' \) is a nonflip with \( \nu' > 0 \), and hence by previous constructions the positive integers

\[
m'_j(S'), a'_j(S'), b'_j(S')
\]

are defined for \( 0 \leq j \leq \nu' - 1 \), and hence, without applying the recurrence formulas, we are done by taking

\[
(m_j(S), a_j(S), b_j(S)) = (m'_j(S'), a'_j(S'), b'_j(S')) \quad \text{for} \quad 0 \leq j \leq \nu' - 1.
\]

So now assume that \( l(S) > 2 \). Then upon letting \( \nu' = t(S) - q_{l(S)-2} \) and

\[
S' = (S_{q_{l(S)-2}+j}, x_{q_{l(S)-2}+j}, y_{q_{l(S)-2}+j}, \kappa_{q_{l(S)-2}+j})_{0 \leq j \leq \nu'},
\]

we have that \( S' \) is either a flip or a nonflip with \( \nu' > 0 \), and hence by previous constructions the positive integers

\[
m'_j(S'), a'_j(S'), b'_j(S')
\]

are defined for \( 0 \leq j \leq \nu' - 1 \), and we take them to be the values of

\[
m_{j-q_{l(S)-2}}(S), a_{j-q_{l(S)-2}}(S), b_{j-q_{l(S)-2}}(S)
\]

for \( q_{l(S)-2} \leq j < q_{l(S)-1} \) respectively. Now use \((r_i)\) for \( i = l(S) - 2, l(S) - 3, \ldots, 1 \).

(2D) Properties. Consider a sprout on \( S \), which is a sequence \((F_j, I_j, d_j)\) \( 0 \leq j \leq \nu \) where \( 0 \neq F_j \in M(S_j) \) with \( I_j = F_jS_j \) and \( d_j = \text{ord}_{S_j}I_j \) such that for \( 0 \leq j < \nu \) we have

\[
F_j/F_{j+1} = z_j^{d_j} \quad \text{with} \quad z_j = \begin{cases} x_j & \text{if} \quad x_{j+1} = x_j \\ y_j & \text{if} \quad y_{j+1} = y_j \end{cases}
\]

and \((S_j, S_{j+1})(I_j) = S_{j+1}' \) whenever \( S_{j+1}' \in Q_1(S_j) \setminus \{S_j + 1\} \).

In the next section, as a consequence of the spider principle, we shall show the following:

Lemma 2.1. Assume that \( S \) is either a flip or a nonflip with \( \nu > 0 \). Then

\[
d_j = m_j(S)d_{\nu-1} \quad \text{for} \quad 0 \leq j \leq \nu - 1.
\]

Moreover, for \( 0 \leq j \leq \nu - 1 \), we have \( m_j(S) = \min(a_j(S), b_j(S)) \) and, in the terminology to be introduced in the next section, the Newton polygon \( N(F_j) \) is a triangle with top point \((0, a_j(S)d_{\nu-1})\) and bottom point \((b_j(S)d_{\nu-1}, 0)\).
Theorem 2.2. Assume $t(S) > 0$. Then
\[ d_j = m_j(S)d_{i-1} \text{ for } 0 \leq j \leq t(S) - 1. \]
Moreover, for $0 \leq j \leq t(S) - 1$, we have $m_j(S) = \min(a_j(S), b_j(S))$ and, in the terminology to be introduced in the next section, the Newton polygon $N(F_j)$ is a triangle with top point $(0, a_j(S)d_{i(s)}-1)$ and bottom point $(b_j(S)d_{j(s)}-1, 0)$.

3. Newton Polygon

The most relevant notation for this section is the notation about the Newton Polygon introduced in our previous paper [AL1], which the reader should have by his side.

Let $R$ be a two dimensional regular local domain with quotient field $\Omega$, residue field $K = H(R)$, generators $(x, y)$ of $M(R)$, and coefficient set $\kappa$ of $R$.

To avoid confusion with the $S$ of the previous section, let us put $\mathfrak{d}$ on top of the $S$ occurring in [AL1]. In (3)(1) of [AL1], for any
\[ \emptyset \neq S^2 \subset \mathbb{N}^2 = \{(\lambda, L) : \lambda \in \mathbb{N}, L \in \mathbb{N}\} \]
we have defined
\[ \mathcal{N}(S^2) = E(S^2) \cup C(S^2), \]
where $\mathcal{N}(S^2), E(S^2), C(S^2)$ are called the Newton polygon, the edge set, and the corner set of $S^2$ respectively, and where the corners of the polygon, i.e., the points of $C(S^2)$, are labelled as $P_1 = (\Lambda_1, L_1), \ldots, P_{i+1} = (\Lambda_{i+1}, L_{i+1})$ where $\mathcal{N}(S^2) = \{P_1\} \Leftrightarrow P_1 = P_{i+1} \Leftrightarrow i = 0$. Moreover, if $i \neq 0$, then the points $P_1, \ldots, P_{i+1}$ are pairwise distinct and the cardinality $|C(S^2)| = i + 1$ with $i \in \mathbb{N}_+$, the sides of the polygon are the segments $Q_1, \ldots, Q_i$, where $Q_i$ joins $P_i$ to $P_{i+1}$, and the slopes of $Q_1, \ldots, Q_i$ are the positive rational numbers $O_1 < \cdots < O_i$. We put $\iota(\mathcal{N}(S^2)) = i$ the index of $\mathcal{N}(S^2)$. We call $\mathcal{N}(S^2)$ a triangle if $i = 1$ with $\Lambda_1 = 0 \neq L_1$ and $\Lambda_2 = 0 \neq L_2$; we call $(0, L_1)$ and $(\Lambda_2, 0)$ the top point and the bottom point of the triangle respectively; by the slope of the triangle we mean the slope of the segment joining $(0, L_1)$ to $(\Lambda_2, 0)$, i.e., the positive rational number $\Lambda_2/L_1$.

As stated at the beginning of Section 4 of [AL1], relative to $(R, x, y, \kappa)$, any element $F$ of $R$ has a unique Taylor expansion
\[ F = \sum_{(i, j) \in \mathbb{N}^2} \mathfrak{F}_{ij} x^i y^j \]
in the completion $\hat{R}$ of $R$ with $\mathfrak{F}_{ij} \in \kappa$, and by $S^2(R, x, y, \kappa)(F)$ we denote the support of $F$ relative to $(R, x, y, \kappa)$, i.e.,
\[ S^2(R, x, y, \kappa)(F) = \{(i, j) \in \mathbb{N}^2 : \mathfrak{F}_{ij} \neq 0\}, \]
and we note that if $F \neq 0$, then its support is nonempty. For brevity, we may refer to $\mathcal{N}(S^2(R, x, y, \kappa)(F))$ as the Newton polygon of $F$ relative to $(R, x, y, \kappa)$ and denote it by $N(F)$. Usually we shall call $N(F)$ the Newton polygon of $F$ without explicitly mentioning $(R, x, y, \kappa)$. If the index $\iota(N(F)) \neq 0$, then the sides $Q_1, \ldots, Q_i$, and corners $P_1, \ldots, P_{i+1}$ may be called the (first, second, ... , last) Newton lines and the (first, second, ... , last) Newton points of $F$ respectively. If $\iota(N(F)) = 0$, then $N(F)$ is reduced to the single point $P_1 = P_{i+1}$.
For the finite QDT sequence $S = (S_j, x_j, y_j, \kappa_j)_{0 \leq j \leq \nu}$ of $(R, x, y, \kappa)$ and the sprout $(F_j, I_j, d_j)_{0 \leq j \leq \nu}$ on $S$ described at the end of the last section, we are going to consider the Newton polygon $N(F_j)$ of $F_j$ relative to $(S_j, x_j, y_j, \kappa_j)$ for $0 \leq j \leq \nu$.

**Lemma 3.1.** Assuming $\nu > 0$ we have the following.

(3.1.1). Assume that $\nu(N(F_0)) = 0$; i.e., $N(F_0)$ is reduced to a single point. Then that point is either $(0, d_0)$ or $(d_0, 0)$. In the first case, 1 is an $X$-operation of $S$, and $N(F_1)$ is reduced to the single point $(0, d_1) = (0, d_0)$. In the second case, 1 is a $Y$-operation of $S$, and $N(F_1)$ is reduced to the single point $(d_1, 0) = (d_0, 0)$.

(3.1.2). Assume that $N(F_0)$ is a triangle with top point $(0, a_0)$ and bottom point $(b_0, 0)$, and hence with slope $b_0/a_0$. Then $d_0 = \min(a_0, b_0)$. Moreover we have $a_0 < b_0$ or $a_0 > b_0$ or $a_0 = b_0$ according as 1 is an $X$-operation or $Y$-operation or a translation of $S$.

(3.1.3). 1 is an $X$-operation of $S$ iff the first Newton point of $F_0$ is $(0, d_0)$ and either $\nu(N(F_0)) = 0$ and this is the only Newton point of $F_0$ or $\nu(N(F_0)) > 0$ and the first Newton line of $F_0$ has slope $> 1$. Moreover, if 1 is an $X$-operation of $S$, then the first Newton point of $F_1$ is of the form $(0, a_1)$ with $a_1 \in \mathbb{N}_+$ and we have $d_0 = \chi(S_0, S_1)a_1 = a_1$.

(3.1.4). 1 is a $Y$-operation of $S$ iff the last Newton point of $F_0$ is $(d_0, 0)$ and either $\nu(N(F_0)) = 0$ and this is the only Newton point of $F_0$ or $\nu(N(F_0)) > 0$ and the last Newton line of $F_0$ has slope $< 1$. Moreover, if 1 is a $Y$-operation of $S$, then the last Newton point of $F_1$ is of the form $(b_1, 0)$ with $b_1 \in \mathbb{N}_+$ and we have $d_0 = \chi(S_0, S_1)b_1 = b_1$.

(3.1.5). 1 is a translation of $S$ iff $N(F_0)$ is a triangle of slope 1. Moreover, if 1 is a translation of $S$, then the first Newton point of $F_1$ is of the form $(0, a_1)$ with $a_1 \in \mathbb{N}_+$ and we have $d_0 = \chi(S_0, S_1)a_1$.

(3.1.6). Assume that 1 is a translation of $S$ and $N(F_1)$ is a triangle with top point $(0, a_1)$ and bottom point $(b_1, 0)$. Then $N(F_0)$ is a triangle with top point $(0, \chi(S_0, S_1)a_1)$ and bottom point $(\chi(S_0, S_1)a_1, 0)$.

(3.1.7). Assume that 1 is an $X$-operation of $S$ and $N(F_1)$ is a triangle with top point $(0, a_1)$ and bottom point $(b_1, 0)$. Then $\chi(S_0, S_1) = 1$ and $N(F_0)$ is a triangle with top point $(0, a_0) = (0, a_1)$ and bottom point $(b_0, 0) = (a_1 + b_1, 0)$.

(3.1.8). Assume that 1 is a $Y$-operation of $S$ and $N(F_1)$ is a triangle with top point $(0, a_1)$ and bottom point $(b_1, 0)$. Then $\chi(S_0, S_1) = 1$ and $N(F_0)$ is a triangle with top point $(0, a_0) = (0, a_1 + b_1)$ and bottom point $(b_0, 0) = (b_1, 0)$.

**Proof of (3.1).** (3.1.1) to (3.1.5) follow from (2A) to (2C) of \textit{Ab13}. By (3.1.5) we get (3.1.6). Invoking Lemma 3.1 of \textit{AL}, by (3.1.1), (3.1.2), and (3.1.3) we get (3.1.7). Invoking Lemma 3.2 of \textit{AL}, by (3.1.1), (3.1.2), and (3.1.4) we get (3.1.8).

**Proof of (2.1).** Briefly speaking, the nonflip case follows from (3.1.1) to (3.1.7) except (3.1.4), whereas the flip case follows from (3.1.1) to (3.1.8). In greater detail, i.e., in the Sanskrit tradition, after the MANTRA there is the BHASHYA.

First consider the case when $S$ is a nonflip with $\nu > 0$. Now clearly $t(S) = \nu > 0$ with $t(S) = 2$, and hence by definition

\begin{equation}
(m_j(S), a_j(S), b_j(S)) = (m_j(S), a'_j(S), b'_j(S)) \quad 0 \leq j \leq \nu - 1.
\end{equation}

By the nonflip part of the definition of $m'$ and part (ii) of the definition of $a', b'$, we see that $m'_{\nu-1}(S) = a'_{\nu-1}(S) = b'_{\nu-1}(S) = 1$ and hence

\begin{equation}
m_{\nu-1}(S) = a_{\nu-1}(S) = b_{\nu-1}(S) = 1.
\end{equation}
By the definition of a nonflip, \( \nu \) is a translation of \( S \), and hence by (3.1.2) together with the first sentence of (3.1.5) we see that \( N(F_{\nu-1}) \) is a triangle with top point \((0,d_{\nu-1})\) and bottom point \((d_{\nu-1},0)\). Consequently, by (2) we conclude that for \( j = \nu - 1 \) we have \( d_j = m_j(S)d_{\nu-1} \) with \( m_j(S) = \min(a_j(S),b_j(S)) \) and the Newton polygon \( N(F_j) \) is a triangle with top point \((0,a_j(S)d_{\nu-1})\) and bottom point \((b_j(S)d_{\nu-1},0)\). Now, in view of (1) and the nonflip part of the definition of \( m' \), together with part (ii) of the definition of \( a',b' \), and invoking (3.1.1) to (3.1.7) except (3.1.4), by decreasing induction on \( d \) we see that for \( 0 \leq j < \nu - 1 \) we have \( d_j = m_j(S)d_{\nu-1} \) with \( m_j(S) = \min(a_j(S),b_j(S)) \) and the Newton polygon \( N(F_j) \) is a triangle with top point \((0,a_j(S)d_{\nu-1})\) and bottom point \((b_j(S)d_{\nu-1},0)\).

Next consider the case when \( S \) is a flip. Now \( t(S) = \nu = q_2(S) \geq 2 \) with \( t(S) = 3 = 3 + q_1(S) \), and hence by definition we have (1). By the definition of \( m',a',b' \) we see that \( m'_{\nu-1}(S) = a'_{\nu-1}(S) = b'_{\nu-1}(S) = 1 \), and hence we get (2). By the definition of a flip, \( \nu \) is a translation of \( S \), and hence by (3.1.2) together with the first sentence of (3.1.5) we see that \( N(F_{\nu-1}) \) is a triangle with top point \((0,d_{\nu-1})\) and bottom point \((d_{\nu-1},0)\). Consequently, by (2) we conclude that for \( j = \nu - 1 \) we have \( d_j = m_j(S)d_{\nu-1} \) with \( m_j(S) = \min(a_j(S),b_j(S)) \) and the Newton polygon \( N(F_j) \) is a triangle with top point \((0,a_j(S)d_{\nu-1})\) and bottom point \((b_j(S)d_{\nu-1},0)\). Now, in view of (1) together with the definition of \( m',a',b' \), and invoking (3.1.1) to (3.1.8), by decreasing induction on \( j \) we see that for \( 0 \leq j < \nu - 1 \) we have \( d_j = m_j(S)d_{\nu-1} \) with \( m_j(S) = \min(a_j(S),b_j(S)) \) and the Newton polygon \( N(F_j) \) is a triangle with top point \((0,a_j(S)d_{\nu-1})\) and bottom point \((b_j(S)d_{\nu-1},0)\).

**Proof of (2.2).** Referring to the recurrence formulas (\( r_i \)) of Section 2, the general case of \( t(S) > 0 \) follows from (2.1) by decreasing induction on \( i \).

### 4. Head multiplicity sequence

Let \( R \) be a two dimensional regular local domain with quotient field \( \Omega \), residue field \( K = H(R) \), generators \((x,y)\) of \( M(R) \), and coefficient set \( \kappa \) of \( R \). As in Section 2, let \( S = (S_j, x_j, y_j, \kappa_j)_{0 \leq j \leq \nu} \) be a finite QDT sequence of \((R,x,y,\kappa)\). We shall now extend the multiplicity sequence to include the head \( S^{(t(S))} \) of \( S \).

**Definition 4.1.** Given any positive integers \( a, b \) with \( \operatorname{GCD}(a,b) = 1 \), we introduce a triple sequence \((m_j^*, a_j^*, b_j^*)_{0 \leq j \leq \nu}\) of positive integers by the initial condition

\[
(m_0^*, a_0^*, b_0^*) = (\min(a,b), a, b)
\]

followed by the recurrence formula

\[
(m_j^*, a_j^*, b_j^*) = \begin{cases} (a_{j+1}^*, a_{j+1}^*, a_{j+1}^* + b_{j+1}^*) & \text{if } j + 1 \text{ is an } X\text{-operation} \\ (b_{j+1}^*, a_{j+1}^* + b_{j+1}^*, b_{j+1}^*) & \text{if } j + 1 \text{ is a } Y\text{-operation} \end{cases}
\]

for \( t(S) \leq j < \nu \) with decreasing induction on \( j \) and ending with the formula

\[
(m_j^*, a_j^*, b_j^*) = (m_j(S)m_t^*(S), a_j(S)m_t^*(S), b_j(S)m_t^*(S))
\]

for \( 0 \leq j < t(S) \). We define the **supermultiplicity sequence**

\[
m^*(S,a,b) = m_j^*(S,a,b)_{0 \leq j \leq \nu}
\]

together with the **superglue bisequence**

\[
(a^*(S,a,b), b^*(S,a,b)) = (a_j^*(S,a,b), b_j^*(S,a,b))_{0 \leq j \leq \nu}
\]
of \((S,a,b)\) by putting
\[
(m_j^*(S,a,b),a_j^*(S,a,b),b_j^*(S,a,b)) = (m_j^*,a_j^*,b_j^*) \quad \text{for } 0 \leq j \leq \nu.
\]
We define the submultiplicity sequence
\[
m^{**}(S) = m_j^{**}(S)_{0 \leq j \leq \nu}
\]
together with the subglue bisequence
\[
(a^{**}(S),b^{**}(S)) = (a_j^{**}(S),b_j^{**}(S))_{0 \leq j \leq \nu}
\]
of \(S\) by putting
\[
(m_j^{**}(S),a_j^{**}(S),b_j^{**}(S)) = \begin{cases} (1,1,1) & \text{if } t(S) \leq j \leq \nu \\ (m_j(S),a_j(S),b_j(S)) & \text{if } 0 \leq j < t(S). \end{cases}
\]

**Theorem 4.2.** For the sprout \((F_j,I_j,d_j)_{0 \leq j \leq \nu}\) on \(S\) described at the end of Section 2, considering the Newton polygon \(N(F_j)\) of \(F_j\) relative to \((S_j,x_j,y_j)\) for \(0 \leq j \leq \nu\), we have the following.

\(4.2.1\) Assume that \(N(F_\nu)\) is a triangle with top point \((0,A)\) and bottom point \((B,0)\). Let \(D = \text{GCD}(A,B)\) and let \((a,b) = (A/D,B/D)\). Then, for \(0 \leq j \leq \nu\), upon letting
\[
(m_j^*,a_j^*,b_j^*) = (m_j^*(S,a,b),a_j^*(S,a,b),b_j^*(S,a,b)),
\]
we have
\[
d_j = m_j^*D = \min(a_j^*D,b_j^*D)
\]
and \(N(F_j)\) is a triangle with top point \((0,a_j^*)\) and bottom point \((b_j^*,0)\).

\(4.2.2\) Assume that the first Newton point of \(F_\nu\) is \((0,d_\nu)\) and for every integer \(j\) with \(t(S) < j \leq \nu\) we have that \(j\) is an \(X\)-operation of \(S\). Then: (1) for \(0 \leq j \leq \nu\) we have \(d_j = m_j^{**}(S)d_\nu\), (2) for \(t(S) \leq j \leq \nu\) we have that the first Newton point of \(F_j\) is \((0,d_j) = (0,d_\nu)\), and (3) for \(0 \leq j < t(S)\) we have that \(N(F_j)\) is a triangle with top point \((0,a_j^{**})\) and bottom point \((b_j^{**},0)\).

\(4.2.3\) Assume that the last Newton point of \(F_\nu\) is \((d_\nu,0)\) and for every integer \(j\) with \(t(S) < j \leq \nu\) we have that \(j\) is a \(Y\)-operation of \(S\). Then: (1) for \(0 \leq j \leq \nu\) we have \(d_j = m_j^{**}(S)d_\nu\), (2) for \(t(S) \leq j \leq \nu\) we have that the last Newton point of \(F_j\) is \((d_j,0) = (d_\nu,0)\), and (3) for \(0 \leq j < t(S)\) we have that \(N(F_j)\) is a triangle with top point \((0,a_j^{**})\) and bottom point \((b_j^{**},0)\).

\(4.2.4\) Assume that \(N(F_\nu)\) is reduced to a single point of the form \((0,A)\) with \(A \in \mathbb{N}_+\). Then for every integer \(j\) with \(t(S) < j \leq \nu\) we have that \(j\) is an \(X\)-operation of \(S\) and \(N(F_{j-1})\) is reduced to the single point \((0,A)\). Moreover, for \(t(S) \leq j \leq \nu\) we have \(d_j = A\).

\(4.2.5\) Assume that \(N(F_\nu)\) is reduced to a single point of the form \((B,0)\) with \(B \in \mathbb{N}_+\). Then for every integer \(j\) with \(t(S) < j \leq \nu\) we have that \(j\) is a \(Y\)-operation of \(S\) and \(N(F_{j-1})\) is reduced to the single point \((B,0)\). Moreover, for \(t(S) \leq j \leq \nu\) we have \(d_j = B\).

**Proof of (4.2.1).** Follows from (2.2), (3.1.7), and (3.1.8).

**Proof of (4.2.2).** Follows from (2.2) and (3.1.3).

**Proof of (4.2.3).** Follows from (2.2) and (3.1.4).

**Proof of (4.2.4).** Follows from (3.1.1) to (3.1.4).

**Proof of (4.2.5).** Follows from (3.1.1) to (3.1.4).
Definition 4.3. Let $P(R)$ denote the set of all nonzero principal ideals in $R$, and let $P^\times(R) = P(R) \setminus \{R\}$ and $P^*(R) = P(R) \cap \text{spec}(R)$. Note that if $V = o(S_{\nu})$, then $o_R^{-1}(V) = S_{\nu}$; by analogy, for any $T \in Q_1(S_{\nu})$ we put
\[ o_R(T) = S_{\nu}, \]
and we put
\[ \pi(R, V) = Q_1(S_{\nu}) = Q_1(o_R^{-1}(V)) = \text{set of all points of } V \]
and
\[ \pi^*(R, V) = \{ T \in \pi(R, V) : T \not\subset o(S_j) \text{ for } 0 \leq j < \nu \} \]

For any $T \in \pi(R, V)$ with $V \in D(R)$ we put
\[ \xi(R, T, V) = T \cap M(V) = \text{the parameter ideal of } (R, T, V), \]
and we note that then we have $\xi(R, T, V) \in P^*(T)$ with $\text{ord}_T \xi(R, T, V) = 1$ and $V = T_{\xi(R,T,V)}$. We put
\[ \gamma(R, T, V) = \{ \{ T \in P^\times(T) : \text{ord}_T \tau = \text{ord}_{T/\xi(R,T,V)} \tau \} \}
\]
and we define the weight of $\tau$ by letting
\[ \theta(R, T, \tau) = \chi(o^*_R(T), T) \text{ord}_T \tau, \]
and we put
\[ \gamma^*(R, T, V) = \{ \gamma(R, T, V) \text{ or } \emptyset \text{ according as } T \in \pi^*(R, V) \text{ or } T \not\in \pi^*(R, V) \}
\]

Lemma 4.4. Assuming $\nu > 0$ we have the following.

(4.4.1) Assume that $x_{\nu} = x_{\nu-1}$ and let $T$ be the unique member of $Q_1(S_{\nu})$ with $M(T) = (x_{\nu}/y_{\nu}, y_{\nu})T$. Then $T \subset o(S_{\nu-1})$ and for all $T^* \in Q_1(S_{\nu}) \setminus \{T\}$ we have $T^* \not\subset o(S_{\nu-1})$.

(4.4.2) Assume that $y_{\nu} = y_{\nu-1}$. Let $U = o(S_{\nu-1})$ and let $T$ be the unique member of $Q_1(S_{\nu})$ with $M(T) = (x_{\nu}, y_{\nu}/x_{\nu})T$. Then $T \subset o(S_{\nu-1})$ and for all $T^* \in Q_1(S_{\nu}) \setminus \{T\}$ we have $T^* \not\subset o(S_{\nu-1})$.

(4.4.3) Assume that $\nu > \nu' > 0$ for an integer $\nu'$ such that $y_{\nu'} = y_{\nu'-1}$ and $\overline{T} \subset o(S_{\nu'-1})$ for some $\overline{T} \in Q_1(S_{\nu})$. Then for every integer $j$ with $\nu' < j \leq \nu$ we have $y_j = y_{j-1}/x_{j-1}$, and letting $T'$ be the unique member of $Q_1(S_{\nu})$ with $M(T') = (x_{\nu}, y_{\nu}/x_{\nu})T'$, we have $T' \subset o(S_{\nu'-1})$ and for all $T^* \in Q_1(S_{\nu}) \setminus \{T'\}$ we have $T^* \not\subset o(S_{\nu'-1})$.

(4.4.4) Assume that $\nu > \nu' > 0$ for an integer $\nu'$ such that $x_{\nu'} = x_{\nu'-1}$ and $T \subset o(S_{\nu'-1})$ for some $T \in Q_1(S_{\nu})$. Then for every integer $j$ with $\nu' < j \leq \nu$ we have $x_j = x_{j-1}/y_{j-1}$, and letting $T'$ be the unique member of $Q_1(S_{\nu})$ with $M(T') = (x_{\nu}/y_{\nu}, y_{\nu})T'$, we have $T' \subset o(S_{\nu'-1})$ and for all $T^* \in Q_1(S_{\nu}) \setminus \{T'\}$ we have $T^* \not\subset o(S_{\nu'-1})$.

(4.4.5) Assume that $\nu > \nu' > 0$ for an integer $\nu'$ such that $y_{\nu'} = y_{\nu'-1}$ and for every integer $j$ with $\nu' < j \leq \nu$ we have $y_j = y_{j-1}/x_{j-1}$. Then, letting $T'$ be the unique member of $Q_1(S_{\nu})$ with $M(T') = (x_{\nu}, y_{\nu}/x_{\nu})T'$, we have $T' \subset o(S_{\nu'-1})$ and for all $T^* \in Q_1(S_{\nu}) \setminus \{T'\}$ we have $T^* \not\subset o(S_{\nu'-1})$. 
(4.4.6). Assume that $\nu > \nu' > 0$ for an integer $\nu'$ such that $x_{\nu'} = x_{\nu'-1}$ and for every integer $j$ with $\nu' < j \leq \nu$ we have $x_j = x_{j-1}/y_{j-1}$. Then, letting $T'$ be the unique member of $Q_1(S_{\nu'})$ with $M(T') = (x_{\nu'}/y_{\nu'}, y_{\nu'})T'$, we have $T' \subset o(S_{\nu'-1})$ and for all $T^* \in Q_1(S_{\nu'}) \setminus \{T\}$ we have $T^* \notin o(S_{\nu'-1})$.

Note. In the following proofs we shall tacitly use the fact that for any positive integer $j \leq \nu$ we have that $j$ is a translation of $S$ iff $y_{j-1}/x_{j-1}$ is a unit in $S_j$.

**Proof of (4.4.1).** Let $U = o(S_{\nu'-1})$. Then $S_{\nu'} \subset U$ with $\text{ord}_U x_{\nu'} = 1$ and $\text{ord}_U y_{\nu'} = 0$. Consequently, $T \subset U$ and for all $T^* \in Q_1(S_{\nu'}) \setminus \{T\}$ we have $T^* \notin U$.

**Proof of (4.4.2).** Let $U = o(S_{\nu'-1})$. Then $S_{\nu'} \subset U$ with $\text{ord}_U y_{\nu'} = 1$ and $\text{ord}_U x_{\nu'} = 0$. Consequently, $T \subset U$ and for all $T^* \in Q_1(S_{\nu'}) \setminus \{T\}$ we have $T^* \notin U$.

**Proof of (4.4.3).** Let $U' = o(S_{\nu'-1})$. Now

$\begin{align*}
S_{\nu'} \subset S_{\nu'+1} \subset S_{\nu'} \subset T \subset U' \quad & \text{and} \quad U' = o(S_{\nu'-1}) \quad \text{with} \quad y_{\nu'} = y_{\nu'-1} \\
\Rightarrow (\text{ord}_{U'} x_{\nu'}, \text{ord}_{U'} y_{\nu'}) = (0,1) & \\
\Rightarrow (x_{\nu'+1}, y_{\nu'+1}) = (x_{\nu'}, y_{\nu'}/x_{\nu'}) \quad \text{with} \quad (\text{ord}_{U'} x_{\nu'+1}, \text{ord}_{U'} y_{\nu'+1}) = (0,1),
\end{align*}$

and if $\nu' + 1 < \nu$, then

$\begin{align*}
S_{\nu'+1} \subset S_{\nu'+2} \subset S_{\nu'} \subset T \subset U' \quad & \text{with} \quad (\text{ord}_{U'} x_{\nu'+1}, \text{ord}_{U'} y_{\nu'+1}) = (0,1) \\
\Rightarrow (x_{\nu'+2}, y_{\nu'+2}) = (x_{\nu'+1}/y_{\nu'+1}/x_{\nu'+1}) \quad \text{with} \quad (\text{ord}_{U'} x_{\nu'+2}, \text{ord}_{U'} y_{\nu'+2}) = (0,1),
\end{align*}$

and if $\nu' + 2 < \nu$, then and so on. Thus by induction on $j$ we see that for $\nu' < j \leq \nu$ we have

$$(x_j, y_j) = (x_{j-1}/y_{j-1}) \quad \text{with} \quad (\text{ord}_{U'} x_j, \text{ord}_{U'} y_j) = (0,1).$$

Hence, letting $T'$ be the unique member of $Q_1(S_{\nu'})$ with $M(T') = (x_{\nu'}/y_{\nu'}, y_{\nu'})T'$, we see that $T' \subset U'$ and for all $T^* \in Q_1(S_{\nu'}) \setminus \{T'\}$ we have $T^* \notin U'$.

**Proof of (4.4.4).** Let $U' = o(S_{\nu'-1})$. Now

$\begin{align*}
S_{\nu'} \subset S_{\nu'+1} \subset S_{\nu'} \subset T \subset U' \quad & \text{with} \quad x_{\nu'} = x_{\nu'-1} \\
\Rightarrow (\text{ord}_{U'} x_{\nu'}, \text{ord}_{U'} y_{\nu'}) = (1,0) & \\
\Rightarrow (x_{\nu'+1}, y_{\nu'+1}) = (x_{\nu'}/y_{\nu'}, y_{\nu'}) \quad \text{with} \quad (\text{ord}_{U'} x_{\nu'+1}, \text{ord}_{U'} y_{\nu'+1}) = (1,0),
\end{align*}$

and if $\nu' + 1 < \nu$, then

$\begin{align*}
S_{\nu'+1} \subset S_{\nu'+2} \subset S_{\nu'} \subset T \subset U' \quad & \text{with} \quad (\text{ord}_{U'} x_{\nu'+1}, \text{ord}_{U'} y_{\nu'+1}) = (1,0) \\
\Rightarrow (x_{\nu'+2}, y_{\nu'+2}) = (x_{\nu'+1}/y_{\nu'+1}/y_{\nu'+1}) \quad \text{with} \quad (\text{ord}_{U'} x_{\nu'+2}, \text{ord}_{U'} y_{\nu'+2}) = (1,0),
\end{align*}$

and if $\nu' + 2 < \nu$, then and so on. Thus by induction on $j$ we see that for $\nu' < j \leq \nu$ we have

$$(x_j, y_j) = (x_{j-1}/y_{j-1}, y_{j-1}) \quad \text{with} \quad (\text{ord}_{U'} x_j, \text{ord}_{U'} y_j) = (1,0).$$

Hence, letting $T'$ be the unique member of $Q_1(S_{\nu'})$ with $M(T') = (x_{\nu'}/y_{\nu'}, y_{\nu'})T'$, we see that $T' \subset U'$ and for all $T^* \in Q_1(S_{\nu'}) \setminus \{T'\}$ we have $T^* \notin U'$.

**Proof of (4.4.5).** Let $U' = o(S_{\nu'-1})$. Now

$$U' = o(S_{\nu'-1}) \quad \text{with} \quad y_{\nu'} = y_{\nu'-1}$$

$$\Rightarrow (\text{ord}_{U'} x_{\nu'}, \text{ord}_{U'} y_{\nu'}) = (0,1).$$
and
\[
\begin{align*}
\{(\text{ord}_{U'}x,\text{ord}_{U'}y) & = (0,1) \text{ and } S_{\nu'} \subset U' \text{ with } y_{\nu'+1} = y_{\nu'}/x_{\nu'} \\
\Rightarrow (\text{ord}_{U'}x_{\nu'+1},\text{ord}_{U'}y_{\nu'+1}) & = (0,1) \text{ and } S_{\nu'+1} \subset U'\}
\end{align*}
\]
and
\[
\begin{align*}
\{(\text{ord}_{U'}x_{\nu'+1},\text{ord}_{U'}y_{\nu'+1}) & = (0,1) \text{ and } S_{\nu'+1} \subset U' \text{ with } y_{\nu'+2} = y_{\nu'+1}/x_{\nu'+1} \\
\Rightarrow (\text{ord}_{U'}x_{\nu'+2},\text{ord}_{U'}y_{\nu'+2}) & = (0,1) \text{ and } S_{\nu'+2} \subset U'\}
\end{align*}
\]
and so on. Thus by induction on \(j\) we see that for \(\nu' < j \leq \nu\) we have
\[(\text{ord}_{U'}x_j,\text{ord}_{U'}y_j) = (0,1) \text{ and } S_j \subset U'.\]
Hence, letting \(T'\) be the unique member of \(Q_1(S_{\nu})\) with \(M(T') = (x_{\nu},y_{\nu}/x_{\nu})T'\), we see that \(T' \subset U'\) and for all \(T^* \in Q_1(S_{\nu}) \setminus \{T'\}\) we have \(T^* \notin U'\).

Proof of (4.4.6). Let \(U' = o(S_{\nu'}-1)\). Now
\[
\left\{\begin{array}{l}
U' = o(S_{\nu'}-1) \text{ with } x_{\nu'} = x_{\nu'-1} \\
\Rightarrow (\text{ord}_{U'}y_{\nu'},\text{ord}_{U'}x_{\nu'}) = (0,1)
\end{array}\right.
\]
and
\[
\left\{\begin{array}{l}
(\text{ord}_{U'}y_{\nu'},\text{ord}_{U'}x_{\nu'}) = (0,1) \text{ and } S_{\nu'} \subset U' \text{ with } x_{\nu'+1} = x_{\nu'}/y_{\nu'} \\
\Rightarrow (\text{ord}_{U'}y_{\nu'+1},\text{ord}_{U'}x_{\nu'+1}) = (0,1) \text{ and } S_{\nu'+1} \subset U'\}
\end{array}\right.
\]
and
\[
\left\{\begin{array}{l}
(\text{ord}_{U'}y_{\nu'+1},\text{ord}_{U'}x_{\nu'+1}) = (0,1) \text{ and } S_{\nu'+1} \subset U' \text{ with } x_{\nu'+2} = x_{\nu'+1}/y_{\nu'+1} \\
\Rightarrow (\text{ord}_{U'}y_{\nu'+2},\text{ord}_{U'}x_{\nu'+2}) = (0,1) \text{ and } S_{\nu'+2} \subset U'\}
\end{array}\right.
\]
and so on. Thus by induction on \(j\) we see that for \(\nu' < j \leq \nu\) we have
\[(\text{ord}_{U'}y_j,\text{ord}_{U'}x_j) = (0,1) \text{ and } S_j \subset U'.\]
Hence, letting \(T'\) be the unique member of \(Q_1(S_{\nu})\) with \(M(T') = (y_{\nu},x_{\nu}/y_{\nu})T'\), we see that \(T' \subset U'\) and for all \(T^* \in Q_1(S_{\nu}) \setminus \{T'\}\) we have \(T^* \notin U'\).

Lemma 4.5. Upon letting \(V = o(S_{\nu})\) and
\[J = \{j \in \mathbb{N} : j < \nu \text{ and } T \subset o(S_j) \text{ for some } T \in \pi(R, V)\},\]
we have the following.

(4.5.1). Assume that \(\nu = 0\). Then \(J = \emptyset\) and \(\pi^*(R, V) = \pi(R, V)\).

(4.5.2). Assume that \(t(S) = \nu > 0\). Then \(J = \{\nu - 1\}\), and letting \(T\) be the unique member of \(Q_1(S_{\nu})\) with \(M(T) = (x_{\nu}, y_{\nu}/y_{\nu})T\), we have \(\pi(R, V) \setminus \pi^*(R, V) = \{T\}\) and \(T \subset o(S_{\nu}-1)\)

(4.5.3). Assume that \(t(S) < \nu > 0\) and for every integer \(j\) with \(t(S) < j \leq \nu\) we have that \(j\) is an \(X\)-operation of \(S\). Then \(J = \{\nu - 1\}\), and letting \(T\) be the unique member of \(Q_1(S_{\nu})\) with \(M(T) = (x_{\nu}, y_{\nu}/y_{\nu})T\), we have \(\pi(R, V) \setminus \pi^*(R, V) = \{T\}\) and \(T \subset o(S_{\nu}-1)\).

(4.5.4). Assume that \(t(S) < \nu > 0\) and for every integer \(j\) with \(t(S) < j \leq \nu\) we have that \(j\) is a \(Y\)-operation of \(S\). Then \(J = \{\nu - 1\}\), and letting \(T\) be the unique member of \(Q_1(S_{\nu})\) with \(M(T) = (x_{\nu}, y_{\nu}/x_{\nu})T\), we have \(\pi(R, V) \setminus \pi^*(R, V) = \{T\}\) and \(T \subset o(S_{\nu}-1)\).

(4.5.5). Assume that \(\nu > \nu' > 0\) for an integer \(\nu'\) such that \(\nu'\) is a \(Y\)-operation of \(S\) and for every integer \(j\) with \(\nu' < j \leq \nu\) we have that \(j\) is an \(X\)-operation of \(S\).
Then $J = \{ \nu' - 1, \nu - 1 \}$, and letting $T' \neq T$ be the unique members of $Q_1(S_\nu)$ with $M(T') = (x_\nu, y_\nu/x_\nu)T'$ and $M(T) = (x_\nu/y_\nu, y_\nu)T$, we have $\pi(R, V) \setminus \pi^*(R, V) = \{ T', T \}$ and $T' \subset o(S_\nu' - 1)$ with $T' \not\subset o(S_\nu - 1)$ and $T \subset o(S_\nu - 1)$ with $T \not\subset o(S_\nu' - 1)$.

(4.6.6). Assume that $\nu > \nu' > 0$ for an integer $\nu'$ such that $\nu'$ is an $X$-operation of $S$ and for every integer $j$ with $\nu' < j \leq \nu$ we have that $j$ is a $Y$-operation of $S$. Then $J = \{ \nu' - 1, \nu - 1 \}$, and letting $T' \neq T$ be the unique members of $Q_1(S_\nu)$ with $M(T') = (x_\nu/y_\nu, y_\nu)T'$ and $M(T) = (x_\nu, y_\nu/x_\nu)T$, we have $\pi(R, V) \setminus \pi^*(R, V) = \{ T', T \}$ and $T' \subset o(S_\nu' - 1)$ with $T' \not\subset o(S_\nu - 1)$ and $T \subset o(S_\nu - 1)$ with $T \not\subset o(S_\nu' - 1)$.

(4.6.7). The cases (4.5.1) to (4.6.6) are mutually exclusive and exhaustive, and hence in particular $0 \leq |J| = |\pi(R, V) \setminus \pi^*(R, V)| \leq 2$ and for every $j \in J$ there is a unique $T_j \in \pi(R, V) \setminus \pi^*(R, V)$ with $T_j \subset o(S_j)$.

Proof. Follows from (4.4).

**Lemma 4.6.** Concerning the multiplicity and glue sequences associated with $S$ we have the following.

(4.6.1). If $t(S) > 0$, then

$$m_0(S) \geq m_1(S) \geq \cdots \geq m_{t(S) - 1}(S) = 1,$$

and for $0 \leq j \leq t(S) - 1$ we have

$$m_j(S) = \min(a_j(S), b_j(S)).$$

(4.6.2). We have

$$m_0^*(S) \geq m_1^*(S) \geq \cdots \geq m_{t(S) - 1}^*(S) = 1,$$

and for $0 \leq j \leq \nu$ we have

$$m_j^*(S) = \min(a_j^*(S), b_j^*(S)).$$

(4.6.3). We have

$$m_0^*(S, 1, 1) \geq m_1^*(S, 1, 1) \geq \cdots \geq m_\nu^*(S, 1, 1) = 1,$$

and for $0 \leq j \leq \nu$ we have

$$m_j^*(S, 1, 1) = \min(a_j^*(S, 1, 1), b_j^*(S, 1, 1)).$$

Proof of (4.6.1). The special cases when $S$ is either a flip or a nonflip with $\nu > 0$ can be checked directly, and then the general case follows from the special cases.

Proof of (4.6.2). Follows from (4.6.1).

Proof of (4.6.3). Follows from (4.6.1).

**Theorem 4.7.** Let $(F_j, I_j, d_j)_{0 \leq j \leq \nu}$ be the sprout on $S$ described at the end of Section 2. Let $\mu = \nu + 1$. Let $(S_\mu, x_\mu, y_\mu, \kappa_\mu)$ be a QDT of $(S_\nu, x_\nu, y_\nu, \kappa_\nu)$ such that upon letting $I_\mu = F_\mu S_\mu$ and $d_\mu = \operatorname{ord}_{S_\mu} I_\mu$ where $0 \neq F_\mu \in S_\mu$ is such that

$$F_\nu/F_\mu = z_\mu^{d_\mu} \quad \text{with} \quad z_\mu = \begin{cases} x_\nu & \text{if } x_\mu = x_\nu \\ y_\nu & \text{if } y_\mu = y_\nu, \end{cases}$$

we have that $I_\mu \neq S_\mu$ and $(S_\nu, S'_\mu)(I_\nu) = S'_\mu$ whenever $S'_\mu \in Q_1(S_\nu) \setminus \{ S_\mu \}$. Note that now $S'_1 = (S_j, x_j, y_j, \kappa_j)_{0 \leq j \leq \mu}$ is a finite QDT sequence of $(R, x, y, \kappa)$ and $(F_j, I_j, d_j)_{0 \leq j \leq \mu}$ is a sprout on $S'_1$. For $0 \leq j \leq \mu$ let $N(F_j)$ be the Newton polygon
of $F_j$ relative to $(S_j, x_j, y_j, \kappa_j)$. Let $V = o(S_\nu)$. Assume that $I_\mu \in \gamma(R, S_\mu, V)$ and let $\theta = \theta(R, S_\mu, I_\mu)$. For $0 \leq j \leq \nu$ let

$$(m_j^*, a_j^*, b_j^*) = (m_j^*(S, 1, 1), a_j^*(S, 1, 1), b_j^*(S, 1, 1)).$$

Then we have the following.

(4.7.1). Assume that $\mu$ is a translation of $S^\top$. Then for $0 \leq j \leq \nu$ we have that $d_j = m_j^* \theta$ and $N(F_j)$ is a triangle with top point $(0, a_j^* \theta)$ and bottom point $(b_j^*, 0)$. Assume that $S_\nu, S_\mu$ are $\pi^*(R, V)$. Then $\chi(S_\nu, S_\mu) = 1$, $d_\mu = \theta$, $t(S^\top) = t(S) \leq \nu$, and for every integer $j$ with $t(S) < j \leq \nu$ we have that $j$ is an $X$-operation of $S$. Moreover: (1) for $0 \leq j \leq \nu$ we have $d_j = m_j^* \theta$, (2) for $t(S) \leq j \leq \nu$ we have that the first point of $N(F_j)$ is $(0, \theta)$, and (3) for $0 \leq j \leq t(S) - 1$ we have that $N(F_j)$ is a triangle with top point $(0, a_j^* \theta)$ and bottom point $(b_j^* \theta, 0)$. Furthermore, if $I_\mu = y_\mu S_\mu$, then: (2*) for $t(S) \leq j \leq \nu$ we have $I_j = y_j S_j$.

Proof of (4.7.1). In view of (3.1.5), by (2A) to (2C) of [Ab13] we see that $N(F_\nu)$ is a triangle with top point $(0, \theta)$ and bottom point $(\theta, 0)$. Therefore, by (4.2.1), for $0 \leq j \leq \nu$ we have that $d_j = m_j^* \theta$ and $N(F_j)$ is a triangle with top point $(0, a_j^* \theta)$ and bottom point $(b_j^* \theta, 0)$.

Proof of (4.7.2). In view of (3.1.1) to (3.1.5), by (2A) to (2C) of [Ab13] we see that $\chi(S_\nu, S_\mu) = 1$, $d_\mu = \theta$, $t(S^\top) = t(S) \leq \nu$, and the first point of $N(F_\nu)$ is $(0, \theta)$. Now by (4.4) we conclude that for every integer $j$ with $t(S) < j \leq \nu$ we have that $j$ is an $X$-operation of $S$. Therefore by (4.2) we get the rest.

Proof of (4.7.3). In view of (3.1.1) to (3.1.5), by (2A) to (2C) of [Ab13] we see that $\chi(S_\nu, S_\mu) = 1$, $d_\mu = \theta$, $t(S^\top) = t(S) \leq \nu$, and the last point of $N(F_\nu)$ is $(0, \theta)$. Now by (4.4) we conclude that for every integer $j$ with $t(S) < j \leq \nu$ we have that $j$ is a $Y$-operation of $S$. Therefore by (4.2) we get the rest.

Definition 4.8. We put:

$\sigma(R)$ is set of all stems of $R$, i.e., all finite sequences $\overline{S} = (S_j, I_j)_{0 \leq j \leq \mu}$ where $(S_j)_{0 \leq j \leq \mu}$ is a finite QDT sequence of $R$ with $I_j \in P^X(S_j)$ for $0 \leq j \leq \mu$ such that for $0 \leq j < \mu$ we have $(S_j, S_{j+1})(I_j) = I_{j+1}$, and $(S_j, S_{j+1})(I_j) = S'_{j+1}$ whenever $S'_{j+1} \in Q_1(S_j) \setminus \{S_{j+1}\}$.

For any $V \in D(R)^\Delta$ we put:

$\sigma(R, V) =$ set of all arc stems of $(R, V)$, i.e., all members $\overline{S} = (S_j, I_j)_{0 \leq j \leq \mu}$ of $\sigma(R)$ such that $(S_j)_{0 \leq j \leq \mu-1}$ is the finite QDT sequence of $R$ along $V$ with $I_\mu \in \gamma(R, \overline{S}_\mu, V)$. We define the weight of $\overline{S}$ by letting

$$\theta(R, \overline{S}) = \theta(R, \overline{S}_\mu, I_\mu).$$
and we put
\[ \sigma^*(R, V) = \{ (S, I_j)_{0 \leq j \leq \mu} \in \sigma(R, V) : I_\mu \in \gamma^*(R, S_\mu, V) \} \]
where we call \( \mu \) the layer index of \( V \) over \( R \) and denote it by \( \mu(R, V) \), and we note that \( V \in D_{\mu-1}(R) \).

**Theorem 4.9.** For any \( V \in D(R) \) let \( S_\mu = (S_j, I_j)_{0 \leq j \leq \mu} \) be any member of \( \sigma^*(R, V) \). Assume that \( S_j = S_j \) for \( 0 \leq j \leq \nu \) with \( \nu = \mu - 1 \). Then for \( 0 \leq j \leq \nu \) we have \( \text{ord}_{S_j} I_j = m_j^*(S, 1, 1) \theta(R, S_j) \), where \( m^*(S, 1, 1) = m_j^*(S, 1, 1)_{0 \leq j \leq \nu} \) is a sequence of positive integers with
\[ m_0^*(S, 1, 1) \geq m_1^*(S, 1, 1) \geq \cdots \geq m_\nu^*(S, 1, 1) = 1. \]

**Proof.** Follows from (4.6.3) and (4.7).

5. **REDOING THE MULTIPLECTY SEQUENCE**

Again let \( x, y \) be generators of the maximal ideal \( M(R) \) of a two dimensional regular local domain \( R \), \( \kappa \) be a coefficient set of \( R \), and let \( S = (S_j, x_j, y_j, \kappa_j)_{0 \leq j \leq \nu} \) be a finite QDT sequence of \( (R, x, y, \kappa) \). Leaving the checking to the reader, here is a concise derivation of the positive integers \( (m_j(S), a_j(S), b_j(S))_{0 \leq j \leq t(S)-1} \) where we are assuming \( t(S) > 0 \). The initial condition \( (m_{t(S)-1}, a_{t(S)-1}, b_{t(S)-1}) = (1, 1, 1) \) is followed by the recurrence formula

\[ (m_{j-1}, a_{j-1}, b_{j-1}) = \begin{cases} 
(a_j, a_j, a_j + b_j) & \text{if } j \text{ is an X-operation} \\
(b_j, a_j + b_j, b_j) & \text{if } j \text{ is a Y-operation} \\
(a_j \chi_j, a_j \chi_j, a_j \chi_j) & \text{if } j \text{ is a translation}
\end{cases} \]

where \( \chi_j = \chi(S_j-1, S_j) \) for \( t(S) < j \leq \nu \) with decreasing induction on \( j \).
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